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Abstract
This paper focuses on the problem of regional cooperative search usingmultiple unmanned aerial vehicles (UAVs) for
targets that have the ability to perceive and evade. WhenUAVs search formoving targets in amission area, the targets
can perceive the positions and flight direction of UAVs within certain limits and take corresponding evasive actions,
which makes the search more challenging than traditional search problems. To address this problem, we first define
a detailed motion model for such targets and design various search information maps and their update methods to
describe the environmental information based on the prediction ofmoving targets and the search results of UAVs. We
then establish a multi-UAV search path planning optimization model based on the model predictive control, which
includes various newly designed objective functions of search benefits and costs. We propose a priority-encoded
improved genetic algorithm with a fine-adjustment mechanism to solve this model. The simulation results show that
the proposed method can effectively improve the cooperative search efficiency, and more targets can be found at a
much faster rate compared to traditional search methods.

Keywords: Unmanned aerial vehicle (UAV), moving target search, path planning, fine-adjustment mechanism

1. INTRODUCTION
In recent years, with the continuous development of unmanned aerial vehicle (UAV) technology, the appli-
cation of UAVs for searching civilian or military targets has been increasing. Path planning for target search
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has become an important research direction [1,2]. In common search problems, target search can be divided
into stationary target search and moving target search based on the motion ability of targets. In stationary
target search, it is usually required to plan the UAVs’ search path in advance to achieve coverage of the mission
area [3–5]. However, since the target location may change at any time, UAVs need to update the search path in
real time based on the search results to achieve real-time and dynamic target search, leading to the problem of
moving target search.

Searching formoving targets typically involves constructing an environmentalmodel with one or several search
informationmaps. Thesemaps usually include a probabilitymap [6], a certaintymap (also known as uncertainty
map) [7], and a pheromone map [8]. UAVs then update these search information maps based on the dynamic
search results, and the search path is planned based on the updated environmental information to improve the
search efficiency and probability of discovering targets. There are several concerns raised about this problem
in recent research.

Firstly, addressing the motion model of moving targets, Zhong et al. [9] used a Markov chain to represent a
hidden movement of targets and predict the position of targets. Hu et al. [10] assumed a type of moving target
that collaborates with fixed sensors providingUAV-sensing ability distributed in themission area and proposed
amethod to predict the distribution of targets. Yue et al. [11] proposed a specialized searchmap for the problem
of cooperative search in unknown sea areas, which achieves dynamic changes in target movement estimation
by assuming a fixed probability diffusion coefficient matrix for probability.

Regarding the target perception method of UAVs, Li et al. [12] studied the use of knowledge distillation (KD)
for target perception by presenting a comprehensive survey of KD-based object detection models developed
in recent years and offered valuable perspectives on incorporating object detection into the target search strat-
egy. Li et al. [13] provided a multi-modal perception method using the spatial-temporal graph obtained from
videos to promote latent space alignment in unsupervised multi-modal machine translation (UMMT), which
intersects with UAV perception capabilities.

On the topic of the encoding method of the search path, Shorakaei et al. [14] proposed a path planning method
that considers obstacles or threat areas using a novel encoding method by a matrix, which uniformly considers
all UAVs and the coordinates of their waypoint positions. Alanezi et al. [15] propose a motion-encoded genetic
algorithm with multiple parents, which realizes a unified motion-encoding on a series of UAVs. For optimiza-
tion, Luo et al. [16] used the fruit fly optimization algorithm to solve the search path, in which multiple fruit
fly swarms are used to enhance the global search ability. They adopted different search strategies through a
strategy switching method in the odor search and visual search stages, making the planning process more ef-
fective and stable. Similarly, other heuristic algorithms, such as differential evolution [17] and pigeon-inspired
optimization [18], have been used in search path planning.

To address the resource allocation problem, Fang et al. [19] provide several policies and optimization algorithms
to find a near-optimal solution associated both with high age of information as well as high power consump-
tion. Zhang et al. [20] investigated the reliable transmission scheme of downlink Non-Orthogonal Multiple Ac-
cess (NOMA) systems and provided valuable insights into realizing reliable transmission using NOMA with
randomly deployed receivers.

When searching for targets, the idea ofmodel predictive control (MPC) is commonly used for long-term search.
Zhou et al. [21] applied distributed MPC (DMPC) combined with digital pheromone maps to realize the path
planning of regional cooperative search. The DMPC method based on Nash equilibrium can achieve global
optimization by locally optimizing the newly designed performance indicators. Yao et al. [22] considered the
communication network and information fusion between UAVs, designed a consensus algorithm with state
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predictor based on the minimum spanning tree structure to realize the fusion of predicted target probability
map, and proposed a future-dependent MPC framework to realize the cooperative trajectory optimization
and obtain the optimal control input. In addition, deep reinforcement learning (DRL) is also a promising tool
for solving such problems. Wei et al. [23] proposed a joint design of the unmanned aerial/surface/underwater
vehicle (UAV-USV-UUV) network for cooperative underwater target hunting and conceived a novel deep Q-
learning (DQN) algorithm to solve the target hunting problem. These research results provide several new
perspectives to solve the target search problem.

Based on the studies mentioned above, this paper considers a multi-UAV regional cooperative search problem
for targets with the ability to perceive and evade. The targets are equipped with a UAV-sensing device and
move randomly in the mission area in a Markovian fashion. However, they can perceive the UAVs and take
corresponding evasive actions by increasing the distance from the UAVs to achieve the ability of autonomous
evasion, which increases the difficulty of target search.

This paper proposes a novel Cooperative Search Method for Targets with the ability to Perceive and Evade
(CSMTPE). Firstly, we define the motionmodel of such targets in detail and design various search information
maps together with their update methods based on the prediction of moving targets and the search results of
UAVs. Secondly, we establish a multi-UAV search path planning optimization model based on MPC and
design objective functions of search benefits and costs. Finally, we propose an improved genetic algorithm
with a fine-adjustment mechanism (IGAFA) to solve this optimization model. The simulation results confirm
the effectiveness of the proposed method.

Several contributions are made in this paper to the regional cooperative search problem for targets with the
ability to perceive and evade:

(i) A new motion model of moving targets and a detection model for UAVs are proposed, which are more
consistent with real-world search scenarios compared to the traditional methods.

(ii) The updated formula for the traditional probability map used to predict target probability is improved,
enhancing UAV search efficiency when dealing with the evasive maneuvers of moving targets.

(iii) A search information map that reflects the detection response of moving targets is introduced, providing
real-time feedback to UAVs on their search results.

(iv) A multi-UAV search path planning optimization model is established, and a series of objective functions
are designed for this model.

(v) A priority-encoding method for multi-UAV search paths and a priority-encoded IGAFA algorithm are
proposed, effectively solving the optimization problem of multi-UAV search path planning effectively.

Overall, the effectiveness and efficiency of cooperative search for moving targets with the ability to perceive
and evade are improved by these contributions, which could have practical applications in fields such as search,
rescue, surveillance, and military operations.

The rest of this paper is structured as follows: Section 2 describes the search problem and presents a model
for it. Section 3 defines the search information maps and their update methods. Section 4 introduced a multi-
UAV cooperative searchmethod and optimizationmodel. Section 5 presents the encodingmethod, the IGAFA
algorithm, and the complete search method. In Section 6, simulation experiments confirm the effectiveness of
the proposed method. Finally, in Section 7, we present the conclusion.

2. PROBLEM FORMULATION
Assuming that there are 𝑁𝑈 UAVs equipped with detection sensors searching for 𝑁𝑇 moving targets with the
ability to perceive and evade within a mission area 𝐸 , where the width and height of 𝐸 are 𝐿𝑥 and 𝐿𝑦 , and the
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Figure 1. Definition of mission grid.

Figure 2. Definition of flight directions of UAV.

targets move freely in 𝐸 and perceive and evade the UAVs that are searching for them. Based on this definition,
a cooperative search task requires UAVs to discover and track all targets using a cooperative searchmethod [24].

2.1. Motion model of UAVs
Mission area 𝐸 is divided into 𝑁𝑥×𝑁𝑦 grid cells with 𝐿𝑈 as the side length of a single cell, which are used as
mission grid or UAVmotion grid and denoted asΩ𝑈 . It is agreed that the UAV has limited movement between
mission grid cells, where the cell with m-th row and n-th column in Ω𝑈 is marked as 𝑔𝑈𝑚𝑛. Figure 1 shows the
specific representation of the mission grid.

Based on this definition, the multi-UAV system executing cooperative search tasks can be considered as a com-
plete control system. The state variables of the UAVs at time 𝑡𝑘 can be represented as 𝑋 (𝑡𝑘 ) = {𝑋1(𝑡𝑘 ), 𝑋2(𝑡𝑘 ),
, 𝑋𝑖 (𝑡𝑘 ), , 𝑋𝑁𝑈 (𝑡𝑘 )}, where 𝑋𝑖 (𝑡𝑘 ), 𝑖 = 1, 2, , 𝑁𝑈 represents the position at time 𝑡𝑘 in Ω𝑈 of i-th UAV. Each UAV
can move to the adjacent cells or stay in the current cell every motion cycle of Δ𝑇 time. Figure 2 shows the
definition of flight directions of UAVs.

The control input of i-th UAV at time 𝑡𝑘 can be represented as 𝑢𝑖 (𝑡𝑘 ) ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9}, where 𝑖 =
1, 2, , 𝑁𝑈 ; flight direction ”9” represents staying in the current cell, and flight directions 1-8 represent moving
one step towards adjacent cells. Therefore, the control input of the multi-UAV system at time 𝑡𝑘 can be repre-
sented as𝑈 (𝑡𝑘 ) = {𝑢1(𝑡𝑘 ), 𝑢2(𝑡𝑘 ), , 𝑢𝑁𝑈 (𝑡𝑘 )}, and the state model of the multi-UAV system can be recorded as
𝑋 (𝑡𝑘+1) = F(𝑋 (𝑡𝑘 ),𝑈 (𝑡𝑘 )), where F(·) is the state transition function of the system.
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Figure 3. Combination of movement with different evasion intensities.

Figure 4. Virtual evasive force of moving targets.

2.2. Motion model of moving targets
As the motion law of the moving targets is unknown, it is assumed that the moving target has a maximum
movement distance of 𝐿𝑇𝑚𝑎𝑥 , and the motion of each target can be represented by a Gauss-Markov motion
model [9]. The movement of each target in every motion cycle can be considered as a combination of random
movement and directional evasivemovement. Figure 3 shows themovement of themoving targetwith different
evasion intensities.

In order to effectively evade the search of UAVs, a virtual evasive force is defined in this paper, which includes
two directions of evasion: away from the current position of the UAV and away from the forward path of the
UAV. Figure 4 shows the virtual evasive force of a moving target when facing the search for i-th UAV.

In Figure 4, F𝑖𝑎 represents the virtual evasive force A to keep away from the current position of i-th UAV,
F𝑖𝑏 represents the virtual evasive force B to keep away from the forward path of i-th UAV, and F𝑖 represents
the comprehensive virtual evasive force of i-th UAV. Considering the distance from the target to the UAV, the
virtual evasive force A is defined as:

F𝑖𝑎 = 𝐴𝑎𝑒
− 3𝑑𝑖𝑎

𝛿𝑎 ·e𝑖𝑎 (1)

wheree𝑖𝑎 is the unit direction vector from i-thUAV to the target, 𝐴𝑎 is the response amplitude of virtual evasive
force A, and 𝛿𝑎 is the corresponding straight response distance. Considering that the target cannot effectively
determine the flight direction and threat level of the UAV at a long distance, it is reasonable to assume that the
evasive force is negatively correlated with distance. The virtual evasive force B is defined as:
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F𝑖𝑏 =

𝐴𝑏𝑒
−
(

3𝑑𝑖𝑎
𝛿𝑏1
+ 3𝑑𝑖𝑏
𝛿𝑏2

)
·e𝑖𝑏 , e𝑇𝑖𝑎e𝑖 > 0

0, e𝑇𝑖𝑎e𝑖 ≤ 0
(2)

where e𝑖 is the unit direction vector of the flight direction of i-th UAV, e𝑖𝑏 is the unit direction vector pointing
vertically to the target from the direction of e𝑖 , 𝐴𝑏 is the response amplitude of virtual evasive force B, and
𝛿𝑏1 and 𝛿𝑏2 represent the corresponding response distances in straight and vertical directions, respectively.
This assumption reasonably estimates the target’s evasive behavior toward the UAV’s pursuit. The final evasive
virtual force of the moving target can be represented as:

F =

[
𝐹𝑥
𝐹𝑦

]
=

𝑁𝑈∑
𝑖=1

F𝑖 =
𝑁𝑈∑
𝑖=1

F𝑖𝑎 +F𝑖𝑏 (3)

In summary, based on the Gauss-Markov motion model, it is assumed that the motions in the x and y axes are
independent of each other, the transition probability density function of the target from the position (𝑥𝑘 , 𝑦𝑘 )
to the position (𝑥𝑘+1, 𝑦𝑘+1) after one motion cycle Δ𝑇 can be represented as:

𝑃{(𝑥𝑘+1, 𝑦𝑘+1) | (𝑥𝑘 , 𝑦𝑘 )} =
1

2𝜋𝜎2
𝑥𝑦

𝑒
− 1

2𝜎2
𝑥𝑦
[(𝑥𝑘+1−𝜇𝑥 )2+(𝑦𝑘+1−𝜇𝑦 )2]

(4)

In order to appropriately allocate the proportion of randommovement and the directional evasive movement,
the hyperbolic tangent (tanh) function is used to saturate the virtual evasive force of the target in this paper.
Therefore, the means of 𝜇𝑥 and 𝜇𝑦 and variance of 𝜎2

𝑥𝑦 can be defined as:

𝜔𝑠𝑎𝑡 = tanh(∥F∥)
𝜇𝑥 = 𝑥𝑘 + 𝐿𝑇𝑚𝑎𝑥 ·

𝜔𝑠𝑎𝑡𝐹𝑥

∥F∥
𝜇𝑦 = 𝑦𝑘 + 𝐿𝑇𝑚𝑎𝑥 ·

𝜔𝑠𝑎𝑡𝐹𝑦

∥F∥
3𝜎𝑥𝑦 = (1 − 𝜔𝑠𝑎𝑡)·𝐿𝑇𝑚𝑎𝑥

(5)

where 𝜔𝑠𝑎𝑡 ∈ [0, 1] is the saturated partition coefficient of evasive movement. According to the common defi-
nition of the 3𝜎 rule, 𝐿𝑇𝑚𝑎𝑥 is appropriately allocated by the guidance of virtual evasive force, and consequently,
the evasive maneuver of targets can be realized.

2.3. Detection model of UAV
The UAV detection range is defined as a square area with a side length of 𝐿𝐷 centered on the UAV’s current
position, which can be represented as the mission grid cell and its adjacent cells where the UAV is located.
Considering the real-time changes in UAV position, denote the detection grid of i-th UAV as Ω𝐷𝑖 , which can
be regarded as a certain range in Ω𝑈 , and its side length is 𝛾𝐷 times that of a single mission grid cell. Same as
above, the detection grid cell of i-th UAV with m-th row and n-th column is marked as 𝑔𝐷𝑖𝑚𝑛. Figure 5 shows
the specific representation of the detection grid of i-th UAV.

The i-th UAV can only detect the area within Ω𝐷𝑖 . The detection is carried out in every single detection grid
cell, and the detection probability corresponding to 𝑔𝐷𝑖𝑚𝑛 is 𝑝𝐷𝑚𝑛, which can be defined as a general form [25] as:
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Figure 5. Definition of detection grid of i-th UAV.

𝑝𝐷𝑚𝑛 =


𝑝𝐷𝑚𝑎𝑥 , 𝑑𝑚𝑛 < 𝛿𝐷𝑚𝑖𝑛

𝑝𝐷𝑚𝑖𝑛 +
(
𝑝𝐷𝑚𝑎𝑥 − 𝑝𝐷𝑚𝑖𝑛

)
· 𝛿𝐷𝑚𝑎𝑥−𝑑𝑚𝑛
𝛿𝐷𝑚𝑎𝑥−𝛿𝐷𝑚𝑖𝑛 , 𝛿𝐷𝑚𝑖𝑛≤𝑑𝑚𝑛 < 𝛿𝐷𝑚𝑎𝑥

𝑝𝐷𝑚𝑖𝑛, 𝑑𝑚𝑛≥𝛿𝐷𝑚𝑎𝑥

𝑑𝑚𝑛 = 𝐿𝑈

√(
𝑚 −

⌈𝛾𝐷
2

⌉)2
+
(
𝑛 −

⌈𝛾𝐷
2

⌉)2

(6)

where 𝑝𝐷𝑚𝑎𝑥 and 𝑝𝐷𝑚𝑖𝑛 are the maximum and minimum detection probabilities, and 𝛿𝐷𝑚𝑖𝑛 and 𝛿𝐷𝑚𝑎𝑥 are their
corresponding boundary detection distances. In order to comply with the actual detection situation, it is
assumed that the probability of a false alarm occurring during the detection process is 𝑝𝐹 ; that is, during a
motion cycle Δ𝑇 , UAV may generate a false alarm signal within the detection range with a probability of 𝑝𝐹 .

Moreover, the additional conventions are given here:

(i) To avoid collisions between UAVs, at most one UAV is allowed to search within each mission grid cell at
any time instance.

(ii) Communications between UAVs are ideal, and there is no communication delay.
(iii) There is at most one target in a single mission grid cell.
(iv) After discovering the target, the UAV will detach from the search sequence, enter a tracking state, and

will not participate in subsequent search missions.

3. SEARCH INFORMATION MAP
When themission area is discretized into grid cells, each search step of the UAVwill be regarded as a search for
each corresponding cell and give feedback on the results, and search information maps can be used to express
the dynamic process of target search for each cell.

3.1. Probability map
A probability map is a search information map that reflects the existence probability of targets. Considering
the difference in speed between a UAV and a moving target, the mission grid Ω𝑈 is refined and divided as the
region division of the probability map. After division, the mission area is divided into 𝑀𝑥×𝑀𝑦 grid cells with
𝐿𝑇 as the side length of a single grid cell where 𝐿𝑇𝑚𝑎𝑥≤𝐿𝑇 , and the side length of a mission grid cell is 𝛾𝑇 times
of 𝐿𝑇 . Denote the grid of probability map as Ω𝑇 , in which the cell with m-th row and n-th column is marked
as 𝑔𝑇𝑚𝑛. Figure 6 shows the specific representation of the grid definition of a probability map.

Denote the existence probability of the target in 𝑔𝑇𝑚𝑛 as 𝑝𝑚𝑛. Considering that the detection is carried out in a
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Figure 6. Grid definition of a probability map.

single detection grid cell, i.e., a mission grid cell, if the existence of a target in the mission grid cell with r-th
row and c-th column is denoted as 𝑇𝑟𝑐 , then the probability of 𝑇𝑟𝑐 is:

𝑃(𝑇𝑟𝑐) = 1 −
∏

𝑔𝑇𝑚𝑛∈𝑔𝑈𝑟𝑐

[1 − 𝑝𝑚𝑛 (𝑡𝑘 )] (7)

where 𝑔𝑇𝑚𝑛∈𝑔𝑈𝑟𝑐 denotes that 𝑔𝑇𝑚𝑛 is within the area of 𝑔𝑈𝑟𝑐 in terms of regional division, and the definition of
such notations in the rest of the paper is the same as here. It can be determined that the target is found in 𝑔𝑈𝑟𝑐
when 𝑃(𝑇𝑟𝑐) is not less than a certain threshold 𝑝𝐷𝑡ℎ𝑜𝑙𝑑 .

The transition of the existence probability based on target motion prediction under the influence of the move-
ment of UAVs in any grid cell of the probability map can be represented by the probability diffusion coefficient
of one cell to another. Denote the probability diffusion coefficient for transferring the existence probability of
the target from 𝑔𝑇𝑟𝑐 to 𝑔𝑇𝑚𝑛 at time 𝑡𝑘 as Φ𝑚𝑛

𝑟𝑐 (𝑡𝑘 ), which can be expressed based on target motion prediction
with Equations (4) and (5) as follows:

Φ𝑚𝑛
𝑟𝑐 (𝑡𝑘 ) =

∫ 𝑌𝑟+ 𝐿𝑇2

𝑌𝑟− 𝐿𝑇2

∫ 𝑋𝑐+ 𝐿𝑇2

𝑋𝑐− 𝐿𝑇2

∫ 𝑌𝑚+ 𝐿𝑇2

𝑌𝑚− 𝐿𝑇2

∫ 𝑋𝑛+ 𝐿𝑇2

𝑋𝑛− 𝐿𝑇2
𝑃{(𝑥𝑘+1, 𝑦𝑘+1) | (𝑥𝑘 , 𝑦𝑘 )}d𝑥𝑘+1d𝑦𝑘+1d𝑥𝑘d𝑦𝑘 (8)

where (𝑌𝑟 , 𝑋𝑐) and (𝑌𝑚 , 𝑋𝑛) are the centers of 𝑔𝑇𝑟𝑐 and 𝑔𝑇𝑚𝑛. Obviously, the sum of the probability diffusion
coefficient from any grid cell to all cells remains constant at 1. According to the definition of maximummove-
ment distance, it can be further constrained to have a sum of 1 from any grid cell to the adjacent cells and
itself:

𝑀𝑦∑
𝑚=1

𝑀𝑥∑
𝑛=1

Φ𝑚𝑛
𝑟𝑐 (𝑡𝑘 ) =

𝑟+1∑
𝑚=𝑟−1

𝑐+1∑
𝑛=𝑐−1

Φ𝑚𝑛
𝑟𝑐 (𝑡𝑘 ) = 1 (9)
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Based on the definition above, the updated existence probability of the target based on targetmotion prediction
in 𝑔𝑇𝑚𝑛 after time 𝑡𝑘 is denoted as 𝑝−𝑚𝑛 (𝑡𝑘+1), which is as follows:

𝑝−𝑚𝑛 (𝑡𝑘+1) =
𝑚+1∑
𝑟=𝑚−1

𝑛+1∑
𝑐=𝑛−1

Φ𝑚𝑛
𝑟𝑐 (𝑡𝑘 )·𝑝𝑟𝑐 (𝑡𝑘 ) (10)

After the update based on target motion prediction, the probability map will be updated again based on the
real-time detection results of airborne detection sensors of every UAV. In this paper, Bayesian criteria are used
to dynamically update the probability map [8]. The update of existence probability after time 𝑡𝑘 can be classified
into the following three situations:

(i) i-th UAV finds a target in 𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1) with 𝑔𝑇𝑚𝑛∈𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1):

𝑝𝑚𝑛 (𝑡𝑘+1) =
𝑝𝐷𝑟𝑐 ·𝑝−𝑚𝑛 (𝑡𝑘+1)

(𝑝𝐷𝑟𝑐 − 𝑝𝐹)·𝑝−𝑚𝑛 (𝑡𝑘+1) + 𝑝𝐹
(11)

(ii) i-th UAV finds nothing in 𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1) with 𝑔𝑇𝑚𝑛∈𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1):

𝑝𝑚𝑛 (𝑡𝑘+1) =
(1 − 𝑝𝐷𝑟𝑐)·𝑝−𝑚𝑛 (𝑡𝑘+1)

1 + (𝑝𝐹 − 𝑝𝐷𝑟𝑐)·𝑝−𝑚𝑛 (𝑡𝑘+1) − 𝑝𝐹
(12)

(iii) 𝑔𝑇𝑚𝑛 is outside the area of the detection range of any UAV:

𝑝𝑚𝑛 (𝑡𝑘+1) = 𝑝−𝑚𝑛 (𝑡𝑘+1) (13)

3.2. Certainty map
A certainty map is a search information map that reflects the degree of UAV exploration of the mission area.
Considering that UAVs move in mission grid cells, the region division of the certainty map is the same as Ω𝑈 ,
and the certainty map varies with the UAVs’ detectability and access situation. Denote the grid of a certainty
map asΩ𝐻 , in which the cell withm-th row and n-th column is denoted as 𝑔𝐻𝑚𝑛 and the corresponding certainty
is denoted as 𝜒𝑚𝑛. The update of a certainty map after time 𝑡𝑘 can be classified into the following two situations
based on the access and the detection range of every UAV:

(i) i-th UAV flies past with the situation that 𝑔𝐻𝑚𝑛 has the same regional definition as 𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1) in Ω𝐷𝑖 (𝑡𝑘+1):

𝜒𝑚𝑛 (𝑡𝑘+1) = 𝜒𝑚𝑛 (𝑡𝑘 ) + 𝑝𝐷𝑟𝑐 · [1 − 𝜒𝑚𝑛 (𝑡𝑘 )] (14)

As in Equation (14), the certainty of the grid cell increases with the detectability and access of UAVs.

(ii) 𝑔𝐻𝑚𝑛 is outside the area of the detection range of any UAV:

𝜒𝑚𝑛 (𝑡𝑘+1) = 𝜂𝐻 · 𝜒𝑚𝑛 (𝑡𝑘 ) (15)

where 𝜂𝐻 ∈ (0, 1) is the attenuation coefficient of certainty.

3.3. Detection response map
A detection response map is a search information map defined in this paper to provide feedback on the target
detection results of UAVs, which solves the problem of the lack of direct search results in conventional search
information maps. The region division of the detection response map is the same as Ω𝑈 , and the detection
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response map varies with the UAVs’ detection results. Denote the grid of detection response map as Ω𝑅 , in
which the cell with m-th row and n-th column is denoted as 𝑔𝑅𝑚𝑛 and the corresponding response value is
denoted as 𝜓𝑚𝑛. The update of the detection response map after time 𝑡𝑘 can be classified into the following
three situations based on the detection results of every UAV:

(i) i-thUAVfinds a target in 𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1) with the situation that 𝑔𝑅𝑚𝑛 has the same regional definition as 𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1)
in Ω𝐷𝑖 (𝑡𝑘+1):

𝜓𝑚𝑛 (𝑡𝑘+1) = 𝜓𝑚𝑛 (𝑡𝑘 ) + (𝑝𝐷𝑟𝑐)𝜂𝑅1 · [1 − 𝜓𝑚𝑛 (𝑡𝑘 )] (16)

where 𝜂𝑅1 ∈ (0, 1) is the sensitivity coefficient of detection response. In order to avoid missed detections,
the response value is sensitive to detected targets and insensitive to undetected targets. The increase in
response value is related to the detection probability of UAVs.

(ii) i-th UAV finds nothing in 𝑔𝐷𝑖𝑟𝑐 (𝑡𝑘+1) with the same situation above:

𝜓𝑚𝑛 (𝑡𝑘+1) =
[
1 − (𝑝𝐷𝑟𝑐)

1
𝜂𝑅1

]
· 𝜓𝑚𝑛 (𝑡𝑘 ) (17)

(iii) 𝑔𝑅𝑚𝑛 is outside the area of the detection range of any UAV:

𝜓𝑚𝑛 (𝑡𝑘+1) = 𝜂𝑅2 · 𝜓𝑚𝑛 (𝑡𝑘 ) (18)

where 𝜂𝑅2 ∈ (0, 1) is the attenuation coefficient of response value.

4. COOPERATIVE SEARCH PATH PLANNING
In order to improve the path planning efficiency of the search problem, a cooperative search method CSMTPE
based on MPC is designed with the basic idea of time-domain rolling optimization, which transforms the
large time-domain search problem into a continuous short-term path planning problem and guides the UAVs
to search and track targets faster and more effectively [26].

4.1. MPC method
According to the idea of MPC, by predicting and evaluating the search behavior in a limited period of time un-
der different search decisions, the control input required by the current UAV swarm can be determined based
on the current environment information. Figure 7 shows the cooperative search decision-making process for
multi-UAV systems based on the idea of MPC.

It is assumed that an optimization process will consider the cooperative search process of 𝑁𝐾 steps in future and
evaluate the search benefits associated with different control inputs. Denote the search decision set of certain
control inputs in future formulti-UAV systems at time 𝑡𝑘 asU(𝑡𝑘 |𝑡𝑘 ) = {U1(𝑡𝑘 |𝑡𝑘 ),U2(𝑡𝑘 |𝑡𝑘 ), ,U𝑖 (𝑡𝑘 |𝑡𝑘 ), ,U𝑁𝑈 (𝑡𝑘 |𝑡𝑘 )},
1≤𝑖≤𝑁𝑈 , in which U𝑖 (𝑡𝑘 |𝑡𝑘 ) = {𝑢𝑖 (𝑡𝑘 |𝑡𝑘 ), 𝑢𝑖 (𝑡𝑘+1 |𝑡𝑘 ), , 𝑢𝑖 (𝑡𝑘+𝑁𝐾−1 |𝑡𝑘 )} is the set of the control input sequence
in future for i-th UAV and 𝑢𝑖 (𝑡𝑘+𝑞 |𝑡𝑘 ) is the corresponding control input at time 𝑡𝑘+𝑞 .

Obviously, the quantitative search effectiveness of the search path can be uniquely obtained through an objec-
tive function J(·), which is based on the state 𝑋 (𝑡𝑘 ) and search decision set U(𝑡𝑘 |𝑡𝑘 ) of the multi-UAV system
at time 𝑡𝑘 , and the prediction evaluation process of the search can be achieved. Finally, the optimal search
decision set U∗(𝑡𝑘 |𝑡𝑘 ) can be obtained by the optimization model of MPC as follows:
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Figure 7. Cooperative search decision-making process for multi-UAV systems based on the idea of MPC.

U∗(𝑡𝑘 |𝑡𝑘 ) = {U∗1(𝑡𝑘 |𝑡𝑘 ),U∗2(𝑡𝑘 |𝑡𝑘 ), ,U∗𝑁𝑈 (𝑡𝑘 |𝑡𝑘 )}
= arg min

U(𝑡𝑘 |𝑡𝑘 )
J(𝑋 (𝑡𝑘 ),U(𝑡𝑘 |𝑡𝑘 ))

𝑠.𝑡.
𝑋 (𝑡𝑘+𝑞+1 |𝑡𝑘 ) = F

(
𝑋 (𝑡𝑘+𝑞 |𝑡𝑘 ),𝑈 (𝑡𝑘+𝑞 |𝑡𝑘 )

)
𝑈 (𝑡𝑘+𝑞 |𝑡𝑘 ) = {𝑢1(𝑡𝑘+𝑞 |𝑡𝑘 ), 𝑢2(𝑡𝑘+𝑞 |𝑡𝑘 ), , 𝑢𝑁𝑈 (𝑡𝑘+𝑞 |𝑡𝑘 )}
𝑋 (𝑡𝑘 |𝑡𝑘 ) = 𝑋 (𝑡𝑘 )

𝑞 = 0, 1, , 𝑁𝐾 − 1

(19)

whereU∗𝑖 (𝑡𝑘 |𝑡𝑘 ) = {𝑢∗𝑖 (𝑡𝑘 |𝑡𝑘 ), 𝑢∗𝑖 (𝑡𝑘+1 |𝑡𝑘 ), , 𝑢∗𝑖 (𝑡𝑘+𝑁𝐾−1 |𝑡𝑘 )} is the optimal set of the control input sequence in fu-
ture for i-th UAV, and 𝑢∗𝑖 (𝑡𝑘+𝑞 |𝑡𝑘 ) is the corresponding optimal control input at time 𝑡𝑘+𝑞 . Finally, by using the
first termof the optimal decision set as the systemoptimal control input𝑈∗(𝑡𝑘 |𝑡𝑘 ) = {𝑢∗1(𝑡𝑘 |𝑡𝑘 ), 𝑢∗2(𝑡𝑘 |𝑡𝑘 ), , 𝑢∗𝑁𝑈 (𝑡𝑘 |𝑡𝑘 )}
at time 𝑡𝑘 and guiding the UAV swarm to perform a one-step search, the cooperative search decision-making
process for the current step can be completed.

4.2. Objective function
Considering that no actual search actions occurred during the estimation of the search results in prediction,
the virtual search process of future steps is based on the premise that no targets are found in each step.

4.2.1. Index of search effectiveness
The index of search effectiveness 𝐽𝐸 reflects the focus on the grid cells with a high existence probability of the
target, which is defined as:

𝐽𝐸 (𝑡𝑘 ) =
1
𝑁𝑈

𝑁𝑈∑
𝑖=1

𝑁𝐾∑
𝑞=1

𝜔𝑞𝐼𝐶 ·
∏

𝑔𝐷𝑖𝑟𝑐 ∈Ω𝐷𝑖 (𝑡𝑘+𝑞 |𝑡𝑘 )

∏
𝑔𝑇𝑚𝑛∈𝑔𝐷𝑖𝑟𝑐

[
1 − 𝑝−𝑚𝑛 (𝑡𝑘+𝑞 |𝑡𝑘 )·𝑝𝐷𝑟𝑐

] (20)

where 𝑝−𝑚𝑛 (𝑡𝑘+𝑞 |𝑡𝑘 ) is the estimation of target probability before the detection occurs at time 𝑡𝑘+𝑞 during the
virtual search process with the updating method, as shown in Equation (10).

In addition, 𝜔𝑞𝐼𝐶 ∈ (0, 1) is the influence coefficient of the step q in future. In order to balance search effec-
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tiveness with time, 𝜔𝑞𝐼𝐶 will decrease with the search step. Therefore, the definition of 𝜔𝑞𝐼𝐶 is as follows:

𝜔
𝑞
𝐼𝐶 = 𝑒−

2𝑞
𝑁𝐾 (21)

4.2.2. Index of uncertainty
The index of uncertainty 𝐽𝐻 reflects the focus on the grid cells with a high existence probability of the target
and not being visited for a long time, which is defined as:

𝐽𝐻 (𝑡𝑘 ) =
1
𝑁𝑈

𝑁𝑈∑
𝑖=1

𝑁𝐾∑
𝑞=1

𝜔𝑞𝐼𝐶 ·
∏

𝑔𝐻𝑟𝑐∈Ω𝐷𝑖 (𝑡𝑘+𝑞 |𝑡𝑘 )

∏
𝑔𝑇𝑚𝑛∈𝑔𝐻𝑟𝑐

[
1 − 𝑝−𝑚𝑛 (𝑡𝑘+𝑞 |𝑡𝑘 )·

(
1 − 𝜒−𝑟𝑐 (𝑡𝑘+𝑞 |𝑡𝑘 )

) ]  (22)

where 𝜒−𝑟𝑐 (𝑡𝑘+𝑞 |𝑡𝑘 ) is the estimation of certainty before the detection occurs at time 𝑡𝑘+𝑞 during virtual search
processes, and it is equivalent to the certainty of the previous step with the updating method, as shown in
Equations (14) and (15).

4.2.3. Index of detection response
The index of detection response 𝐽𝑅 reflects the focus on the grid cells with previously discovered targets, which
is defined as:

𝐽𝑅 (𝑡𝑘 ) =
1
𝑁𝑈

𝑁𝑈∑
𝑖=1

𝑁𝐾∑
𝑞=1

𝜔𝑞𝐼𝐶 ·
∏

𝑔𝑅𝑚𝑛=𝑔𝐷𝑖𝑟𝑐 ∈Ω𝐷𝑖 (𝑡𝑘+𝑞 |𝑡𝑘 )

[
1 − 𝜓−𝑚𝑛 (𝑡𝑘+𝑞 |𝑡𝑘 )·𝑝𝐷𝑟𝑐

] (23)

where 𝜓−𝑚𝑛 (𝑡𝑘+𝑞 |𝑡𝑘 ) is the estimation of response value before the detection occurs at time 𝑡𝑘+𝑞 during virtual
search processes, and it is equivalent to the response value of the previous step with the updating method, as
defined by Equations (17) and (18).

4.2.4. Index of motion cost
The index of motion cost 𝐽𝐶 reflects the penalty for UAV motion cost, which is defined as:

𝐽𝐶 (𝑡𝑘 ) =
1
𝑁𝑈

𝑁𝑈∑
𝑖=1

𝜔1
𝐼𝐶 ·C (𝑢𝑖 (𝑡𝑘−1), 𝑢𝑖 (𝑡𝑘 |𝑡𝑘 )) +

𝑁𝐾−1∑
𝑞=1

[
𝜔
𝑞+1
𝐼𝐶 ·C

(
𝑢𝑖 (𝑡𝑘+𝑞−1 |𝑡𝑘 ), 𝑢𝑖 (𝑡𝑘+𝑞 |𝑡𝑘 )

) ] (24)

where C = {𝑐𝑚𝑛} is the motion cost matrix, in which 𝑐𝑚𝑛 represents the UAV motion cost with the previous
flight direction 𝑚 and the next flight direction 𝑛.

Based on the indices above, the objective function in Equation (19) is defined as follows:

J(𝑋 (𝑡𝑘 ),U(𝑡𝑘 |𝑡𝑘 )) = 𝜆𝐸 𝐽𝐸 (𝑡𝑘 ) + 𝜆𝐻𝐽𝐻 (𝑡𝑘 ) + 𝜆𝑅𝐽𝑅 (𝑡𝑘 ) + 𝜆𝐶𝐽𝐶 (𝑡𝑘 ) (25)

where 𝜆𝐸 , 𝜆𝐻 , 𝜆𝑅 , and 𝜆𝐶 are the weighting coefficients of each index.
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5. SOLUTION ALGORITHM
It is the key to obtaining the optimal control input in the current step among numerous control decision sets
for CSMTPE; therefore, this problem can be transformed into a standard nonlinear optimization problem.
Among the normal solutions, the genetic algorithm (GA) is a general optimization algorithm with strong
adaptability [27]. GA is designed and proposed according to the evolution law of organisms in nature. It is a
computational model simulating the natural selection and genetic mechanism of Darwin’s biological evolution
theory and is a method of searching for the optimal solution by simulating the natural evolution process.

In this section, a priority-encodingmethod for CSMTPE is proposed, and a fine-adjustment mechanism based
on this encoding method is designed. Finally, this mechanism is applied to various chromosome operations
of traditional GA, forming a priority-encoded IGAFA algorithm to solve the problem above.

5.1. Priority-encoded IGAFA algorithm
5.1.1. Priority-encoding method
Considering the potential issue of chromosomes being sensitive to small changes and having a high proba-
bility of illegitimate offspring caused by traditional direct encoding method, a priority list of the indices of
mission grid cells is used as an indirect encoding method in this paper. The chromosome is encoded as
𝑃 = {𝑝1, 𝑝2, , 𝑝𝑖 , , 𝑝𝑁𝐿 } where 𝑝𝑖 , 𝑖 = 1, 2, , 𝑁𝐿 represents the index of destination cell in mission grid and 𝑁𝐿
is the length of the priority list. The UAVs sequentially obtain their current destination cells from the priority
list, and similarly obtain the next destination cells after reaching the current ones until the end of the search
steps. In order to move to the destination cell, a UAV will move one cell toward the nearest, unoccupied, and
reachable cell in the direction of the destination cell in each search step. Due to the fixed search step size,
denoted as 𝑁𝐾 , the probability of activated genes in chromosomes decreases with the shift of chromosomal lo-
cation of genes, and the chromosome with such characteristic is defined as the priority-encoded chromosome
in this paper.

Firstly, this encoding method can solve the problem of illegal offspring chromosomes, ensuring the efficiency
of the iterative process by complyingwith theUAVmoving rules. Secondly, changing a single genewill not alter
or only slightly alter the search path of the destination cells before and after that gene, reducing the sensitivity
of the chromosome while ensuring the randomness of the search path; in other words, the priority-encoded
path will be more conducive to focusing on the long-term search benefits, rather than the short-term benefits
of each move.

5.1.2. Fine-adjustment mechanism
A fine-adjustment mechanism is proposed to improve the efficiency of evolution in traditional GA in this
paper, which mainly optimizes the stochastic process in the evolution to fine-adjust the evolution direction.
The fine-adjusted localization and mutation of genes are included in the specific applications as follows:

(i) Fine-adjusted localization of genes
Considering the problem of uneven distribution of key genes in priority-encoded chromosomes, a ran-
dom probability density function for selecting genes with the iteration step 𝑡 is designed as follows:

𝑓𝑡 (𝑥) =
𝑐𝑡

1 − 𝑒−𝑐𝑡 𝑒
−𝑐𝑡 ·𝑥 (26)

where 𝑥 ∈ [0, 1) is the random variable, and 𝑐𝑡 is the distribution influence factor that changes with the
iteration step 𝑡, which is defined as:

𝑐𝑡 = 𝐴𝐼𝑇 ·𝑒
𝐵𝐼𝑇 ·

(
2𝑡
𝑁𝐼𝑇
−1

)
(27)
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where 𝐴𝐼𝑇 is the amplification factor of iteration that determines the selection probability of selecting the
head genes in the later iteration stage. 𝐵𝐼𝑇 is the evolution factor of iteration that determines the rate of
the evolution of probability distribution in iteration. 𝑁𝐼𝑇 is the maximum iteration step.

At the early stage of the iteration, the probability density function will show the characteristics of ap-
proximate uniform distribution. As the iteration process proceeds, the probability density function will
gradually evolve from the uniform distribution to the exponential distribution. By using the probability
density function above, a random number with a specific distribution pattern can be achieved as follows:

𝑦𝑡 = 𝐹
−1
𝑡 (𝜉) = −

1
𝑐𝑡

ln[1 − (1 − 𝑒−𝑐𝑡 ) · 𝜉] (28)

where 𝜉∼𝑈 (0, 1) is a uniformly distributed random number within [0, 1), and 𝑦𝑡 is the corresponding
random number with the specific distribution pattern. In summary, the location of the selected gene can
be represented as:

𝑟𝑡 = ⌊𝑁𝐿 ·𝑦𝑡⌋ + 1 (29)

By using the method above, a gene can be uniformly selected in the early stage of the iteration, and
gradually evolved in the later stage to achieve precise optimization of the higher priority part for a better
optimization process.

(ii) Fine-adjusted mutation of gene
In order to make the mutation operation in traditional GA more purposeful and enable the overall pop-
ulation to effectively jump out of the local optimal solution during the iteration process, a weight matrix
W = {𝑤𝑚𝑛} is designed to represent the optimizing benefits of candidate genes at different locations,
where 𝑤𝑚𝑛 represents the optimizing benefits of m-th candidate gene for 𝑝𝑛. The higher the optimiz-
ing benefit, the more saturated the corresponding gene is in the dominant chromosome with the same
location.

W is defined as a Zero matrix at the beginning of the iteration, which means that the optimization
benefits are unknown. The adjustment of each element in W in the iteration step 𝑡 is as follows:

𝑤𝑚𝑛 (𝑡 + 1) = 𝑤𝑚𝑛 (𝑡) +
𝜂𝑊
𝑁′𝑃

𝑁 ′𝑃∑
𝑖=1

Δ𝑤𝑖𝑚𝑛 (𝑡) (30)

where 𝜂𝑊 is the learning factor of W, 𝑁′𝑃 is the number of all chromosomes involved in matrix adjust-
ment, and Δ𝑤𝑖𝑚𝑛 ∈ [0, 1) represents the increased value of the optimization benefit of m-th candidate
gene for 𝑝𝑛 of i-th chromosome. If the i-th chromosome is denoted as 𝑃𝑖 = {𝑝𝑖,1, 𝑝𝑖,2, , 𝑝𝑖,𝑁𝐿 }, the corre-
sponding adjustment value is defined as follows:

Δ𝑤𝑖𝑚𝑛 (𝑡) =


0, 𝑚≠𝑝𝑖,𝑛

tanh
(

max{𝐽}−𝐽𝑖
max{𝐽}−min{𝐽}

)
, 𝑚 = 𝑝𝑖,𝑛

(31)

where 𝐽𝑖 is the fitness of i-th chromosome, max {𝐽} and min {𝐽} are the maximum and minimum fitness
of all chromosomes. Finally, the probability distribution of candidate genes for 𝑝𝑛 is denoted as Prob𝑛,
and it is defined as:
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Prob𝑛 = softmax(−w𝑛) (32)

wherew𝑛 is the n-th column ofW, and the softmax function is used to normalize the probabilities based
on optimizing benefits. The method above will be more purposeful to generate other feasible solutions
that are different from the local optimal solution during the iteration.

5.1.3. Improved chromosome operations
The fine-adjustment mechanism is used in the chromosome operations of traditional GA in IGAFA. Consid-
ering the characteristics of the priority-encoding method, the traditional crossover is divided into two types:
sexual and asexual crossover. The specific chromosome-operations are as follows:

(i) Sexual crossover
Sexual crossover refers to the crossover with two chromosomes as parents, which is similar to the tra-
ditional crossover in GA. Firstly, two random chromosomes are selected as parents, the chromosomal
location of the start of crossover 𝑟 is selected by Equation (29) with a random length 𝑙, and then the
selected gene segments are replaced with each other.

child1(𝑝𝑖) =
{

parent1(𝑝𝑖), 𝑟≤𝑖 < 𝑟 + 𝑙
parent2(𝑝𝑖), 𝑜𝑡ℎ𝑒𝑟𝑠

child2(𝑝𝑖) =
{

parent2(𝑝𝑖), 𝑟≤𝑖 < 𝑟 + 𝑙
parent1(𝑝𝑖), 𝑜𝑡ℎ𝑒𝑟𝑠

𝑖 = 1, 2, , 𝑁𝐿

(33)

(ii) Asexual crossover
Asexual crossover refers to the crossover with only one chromosome as a parent, which is used to adjust
the access priority or location of destination cells. There are four crossover operators defined as follows:

a. Swap: Select two different genes 𝑟𝑎 and 𝑟𝑏 by Equation (29) and swap these genes to exchange the
priority.

child(𝑝𝑖) =


parent(𝑝𝑟𝑏 ), 𝑖 = 𝑟𝑎

parent(𝑝𝑟𝑎 ), 𝑖 = 𝑟𝑏

parent(𝑝𝑖), 𝑜𝑡ℎ𝑒𝑟𝑠

𝑖 = 1, 2, , 𝑁𝐿

(34)

b. Insert: Select two different genes 𝑟𝑎 and 𝑟𝑏 , by Equation (29), then insert the first gene into the location
of the second gene to raise or lower the priority.

child(𝑝𝑖) =


parent(𝑝𝑟𝑎 ), 𝑖 = 𝑟𝑏

parent(𝑝𝑖+1), 𝑟𝑎 < 𝑟𝑏 and 𝑟𝑎≤𝑖 < 𝑟𝑏
parent(𝑝𝑖−1), 𝑟𝑎 > 𝑟𝑏 and 𝑟𝑏 < 𝑖≤𝑟𝑎
parent(𝑝𝑖), 𝑜𝑡ℎ𝑒𝑟𝑠

𝑖 = 1, 2, , 𝑁𝐿

(35)

c. Delete: Select one gene 𝑟 by Equation (29) and move it to the end of the chromosome to give up the
access of it.
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child(𝑝𝑖) =


parent(𝑝𝑟 ), 𝑖 = 𝑁𝐿

parent(𝑝𝑖), 𝑖 < 𝑟

parent(𝑝𝑖+1), 𝑜𝑡ℎ𝑒𝑟𝑠

𝑖 = 1, 2, , 𝑁𝐿

(36)

d. Shift: Select two different genes, 𝑟𝑎 and 𝑟𝑏 , by Equation (29), then shift the destination cell of the first
gene towards that of the second gene by one cell to adjust the location directionally.

child(𝑝𝑖) =
{

shift
(
parent(𝑝𝑟𝑎 ), parent(𝑝𝑟𝑏 )

)
, 𝑖 = 𝑟𝑎

parent(𝑝𝑖), 𝑜𝑡ℎ𝑒𝑟𝑠

𝑖 = 1, 2, , 𝑁𝐿

(37)

where the shift function has the definition as follows:

shift(𝑝𝑎 , 𝑝𝑏) = 𝑝𝑎 + sgn ((𝑝𝑏 − 1 mod 𝑁𝑥) − (𝑝𝑎 − 1 mod 𝑁𝑥)) + 𝑁𝑥 · sgn
(⌊
𝑝𝑏 − 1
𝑁𝑥

⌋
−
⌊
𝑝𝑎 − 1
𝑁𝑥

⌋)
(38)

(iii) Mutation
Mutation is mainly used to attempt to access a new destination cell to increase the adequacy of access
to the solution space in this problem. In advantageous circumstances, UAVs may approach new cells
with high search benefits in the new search path. In this algorithm, the mutated gene is selected by
Equation (29) and the mutation result is selected based on the probability distribution in Equation (32).

(iv) Selection
Similar to the traditional selection in GA, a binary tournament selection method is used to select the
chromosomes in the population.

5.1.4. Procedures of the priority-encoded IGAFA
The procedures of the priority-encoded IGAFA, i.e., the procedures to obtain the optimal set of control input
sequences, are as shown in Table 1.

5.2. Complete search process
Based on the previous sections, the procedures of a complete search process formoving targets using CSMTPE,
are as shown in Table 2.

6. RESULTS
Simulation experiments for themulti-UAV regional cooperative search problem in this paper are performed in
Matlab. The computer configuration is as follows: Windows 10, CPU AMD(R) Ryzen(R) 7 4800HS of 2.9GHz
up to 4.2GHz, Memory 16GB of 3200MHz.

The experiment assumes a military scenario where UAVs are used to search for targets of concealed enemy
soldiers in a mission area. The UAVs search for enemies through airborne human detection equipment, while
the enemies actively evade the UAVs’ search. Set the size of the mission area as 𝐿𝑥 = 𝐿𝑦 = 4𝑘𝑚 and divide the
area into 40×40 grid cells with 𝐿𝑈 = 100𝑚. Assuming that the UAV moves at a speed of 15𝑚/𝑠 and the target
moves at a maximum speed of 6𝑚/𝑠, set the motion configuration for moving targets to be: 𝐿𝑇𝑚𝑎𝑥 = 40𝑚,
𝐴𝑎 = 1, 𝛿𝑎 = 600𝑚, 𝐴𝑏 = 0.8, 𝛿𝑏1 = 500𝑚, and 𝛿𝑏2 = 300𝑚, which implies 𝐿𝑇 = 50𝑚 and 𝛾𝑇 = 2. Set the
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Table 1. Procedures of the priority-encoded IGAFA

Name: Priority-encoded IGAFA
Goal: Obtain the optimal set of control input sequence

1: Input: probability map Ω𝑇 (𝑡𝑘 ), certainty map Ω𝐻 (𝑡𝑘 ), detection response map Ω𝑅 (𝑡𝑘 ), multi-UAV system state 𝑋 (𝑡𝑘 ), max-
imum iteration step 𝑁𝐼𝑇 , population size 𝑁𝑃 , probability of sexual crossover 𝑃𝑐1 , probability of asexual crossover 𝑃𝑐2 ,
probability of mutation 𝑃𝑚;

2: Output: the optimal set of control input sequence U∗ (𝑡𝑘 |𝑡𝑘 );
3: Generate 𝑁𝑃 randomchromosomes as current population𝐺, let parent population 𝑃 = 𝐺, child population 𝐹 = ∅, minimum

fitness 𝐽𝑚𝑖𝑛 = inf, weight matrix W = 0;
4: for 𝑡=1:𝑁𝐼𝑇
5: From 𝑃, generate 2 · ⌈𝑁𝑃 ·𝑃𝑐1/2⌉ children by sexual crossover and move them into 𝐹;
6: From 𝑃, generate ⌈𝑁𝑃 ·𝑃𝑐2 ⌉ children by asexual crossover and move them into 𝐹;
7: From 𝑃, generate ⌈𝑁𝑃 ·𝑃𝑚 ⌉ children by mutation and move them into 𝐹;
8: 𝐺←𝑃 + 𝐹; //Let all parents and children be the current population
9: for 𝑖=1:size(𝐺)
10: if the fitness of i-th chromosome is not calculated
11: Decode i-th chromosome to a set of control input sequence U(𝑡𝑘 |𝑡𝑘 );
12: Calculate the fitness J(𝑋 (𝑡𝑘 ) ,U(𝑡𝑘 |𝑡𝑘 ) ) by Equation (25);
13: if J(𝑋 (𝑡𝑘 ) ,U(𝑡𝑘 |𝑡𝑘 ) ) < 𝐽𝑚𝑖𝑛
14: 𝐽𝑚𝑖𝑛 ← J(𝑋 (𝑡𝑘 ) ,U(𝑡𝑘 |𝑡𝑘 ) ); //Note the minimum fitness
15: U∗ (𝑡𝑘 |𝑡𝑘 ) ← U(𝑡𝑘 |𝑡𝑘 ); //Note the corresponding control input sequence
16: end
17: end
18: end
19: Update weight matrix W by Equation (30);
20: 𝑃 ← ∅, 𝐹 ← ∅; //Clear the parent and child population
21: From 𝐺, select 𝑁𝑃 chromosomes by ”binary tournament selection” and move them into 𝑃;
22: end
23: return U∗ (𝑡𝑘 |𝑡𝑘 );

Table 2. Procedures of a complete search process using CSMTPE

Name: Complete search process using CSMTPE
Goal: Find all moving targets

1: Initialize multi-UAV system state 𝑋 (0) and probability map Ω𝑇 (0), set search step 𝑘 = 0, certainty map Ω𝐻 (0) = 0 and
detection response map Ω𝑅 (0) = 0;

2: while not all targets are found
3: Get the optimal set of control input sequence U∗ (𝑡𝑘 |𝑡𝑘 ) by IGAFA with the procedures in Table 1;
4: From U∗ (𝑡𝑘 |𝑡𝑘 ) get𝑈∗ (𝑡𝑘 |𝑡𝑘 ) as𝑈 (𝑡𝑘 ), then move one step and do search;
5: Update Ω𝑇 (𝑡𝑘 ) by Equations (11-13);
6: Update Ω𝐻 (𝑡𝑘 ) by Equations (14) and (15);
7: Update Ω𝑅 (𝑡𝑘 ) by Equations (16-18);
8: for 𝑖=1:𝑁𝑈
9: if any 𝑃 (𝑇𝑟𝑐 )≥𝑝𝐷𝑡ℎ𝑜𝑙𝑑 for 𝑔𝐷𝑖𝑟𝑐 ∈ Ω𝐷𝑖 (𝑡𝑘 ) //The existence probability in 𝑔𝐷𝑖𝑟𝑐 exceeds the threshold
10: Turn i-th into tracking state and no longer participate in subsequent search missions;
11: Clear the element of the discovered target in Ω𝑇 and Ω𝑅 to block the influence on the subsequent search;
12: end
13: end
14: 𝑘←𝑘 + 1;
15: end

detection configuration for UAVs to be: 𝛾𝐷 = 5, 𝑝𝐷𝑚𝑎𝑥 = 0.95, 𝑝𝐷𝑚𝑖𝑛 = 0.2, 𝛿𝐷𝑚𝑖𝑛 = 100𝑚, 𝛿𝐷𝑚𝑎𝑥 = 400𝑚, and
𝑝𝐷𝑡ℎ𝑜𝑙𝑑 = 0.75.

6.1. Motion prediction of moving targets
Assuming that there are two targets to be searched in the mission area, the initial position of the target
is subject to the two-dimensional normal distribution, where the means of position are [2500 1500]𝑇 and
[2500 2600]𝑇 , and the variances of position are [160000 0; 0 160000] and [160000 −128000; −128000 160000].

To test the update process of the probability map, three experimental scenarios were used: (I) target prediction
without the search interference of UAVs, (II) under the search interference of static UAVs, and (III) moving
UAVs. Figure 8 shows the updating process of the probability map in different scenarios at simulation steps
k = 0, k = 10 and k = 20. In scenario I, as the targets are not affected by the UAV search, the target follows
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Figure 8. Updating process of the probability map in different scenarios.

a Gauss-Markov motion model. The result shows that the existence probability of the target spreads towards
adjacent grid cells, and the uncertainty of the target position increases with the simulation steps. In Scenario II,
the target will be subject to the evasive virtual force A generated by the UAVs in addition to randommovement,
showing a trend of evading the UAVs. The result shows that there is a significant reduction in the existence
probability of the target around the UAVs. In Scenario III, the target is affected by the evasive virtual forces A
and B, and the result shows that the target in the UAVs’ forward direction will additionally evade both sides
of the forward direction, while the target behind the UAVs may return to the previous search area by random
movement after the UAVs have moved away.

Compared with previousmethods [10,11], the changes in the probabilitymap in the simulation results are consis-
tent with the actual experimental scenario rather than purely numerical assumptions, reflecting the reasonable
evasive maneuvers of moving targets and improving the efficiency of the search process.

6.2. Analysis on the influence of different factors
In addition to the configuration in the first experiment, set 𝑁𝑈 = 3 with the initial position of [850 850]𝑇 ,
[1850 3550]𝑇 and [1250 2250]𝑇 . To avoid a lengthy coefficient tuning process, a set of coefficients that have
performed well in multiple experiments is directly presented here, and the factor tunning of the objective
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Table 3. Average number of targets found with different search coefficients

𝜆𝐻

𝜆𝑅
𝜆𝑅 = 0.2 𝜆𝑅 = 0.5 𝜆𝑅 = 0.8

𝜆𝐻 = 0.2 1.15 1.48 1.62
𝜆𝐻 = 0.5 1.28 1.55 1.68
𝜆𝐻 = 0.8 1.25 1.53 1.58

function and IGAFA is mainly discussed in the following. For the coefficients in the search information map,
set 𝑁𝐾 = 20, 𝜂𝐻 = 0.95, 𝜂𝑅1 = 0.67, 𝜂𝑅2 = 0.9 as a correspondence to the updatemethod of search information
map mentioned earlier. For the coefficients in the basic parameters in IGAFA, set 𝑃𝑐1 = 0.4, 𝑃𝑐2 = 0.3 and
𝑃𝑚 = 0.3 as the basic configuration of the following experiments.

In this experiment, the coefficients in the objective function and the factors in IGAFA will be determined.
Firstly, considering the sensitivity to various indices and the balance between benefits and penalties, set 𝜆𝐸 =
1.0 as the basis of the main search benefit and set 𝜆𝐶 = 0.1 as the basis of the penalty for UAVmotion cost. To
test the influence of the configuration with different ratios of 𝜆𝐻 and 𝜆𝑅 , we use a traditional GA as the basic
algorithm to search the moving target with the same probability distribution of the initial position as that in
the previous experiment. Table 3 shows the search result of the number of targets found at simulation step
𝑘 = 100.

Table 3 indicates that the group of 𝜆𝐻 = 0.5 and 𝜆𝑅 = 0.8 has the best optimization performance. Therefore,
the coefficients are set accordingly for better detection-evasion effectiveness of adversarial games in the search
process.

Secondly, the factors in IGAFA will be determined by calculating the optimal search path for UAVs at their ini-
tial position. First of all, without considering the weight matrix during the mutation process, test the influence
of different 𝐴𝐼𝑇 and 𝐵𝐼𝑇 on the result of optimization. Figure 9 shows the best fitness under different iteration
steps with different 𝐴𝐼𝑇 and 𝐵𝐼𝑇 . It indicates that the group of 𝐴𝐼𝑇 = 1 and 𝐵𝐼𝑇 = 1 has the best optimiza-
tion performance. Therefore, the factors are set accordingly for a better evolution process of the probability
distribution of selected genes.

Next, considering the weight matrix during the mutation process, we test the influence of different 𝜂𝑊 on the
result of optimization. Figure 10 shows the best fitness under different iteration steps with different 𝜂𝑊 . It
indicates that 𝜂𝑊 = 0.5 has the best optimization performance. Therefore, the factor is set accordingly for a
better process of mutation.

6.3. Process and result analysis of a complete search simulation
Based on the configuration in the second experiment, randomly arrange moving targets with pre-set position
distribution and simulate the complete cooperative search process using CSMTPE with the procedures in
Table 2. Figure 11 shows the search process of a complete search simulation, including the current search path,
the search path for the next 𝑁𝐾 steps, and the probability map, certainty map, and detection response map at
the simulation steps 𝑘 = 1, 𝑘 = 19, and 𝑘 = 40, where UAV 1 finds and locks on Target 1 at step 𝑘 = 19 and
UAV 2 finds and locks on Target 2 at step 𝑘 = 40.

In the probability map in Figure 11(a), the existence probability of the target dynamically changes with the
search process, and the UAV swarm converges and aggregates the probability to the actual position of the
targets, achieving an effective search process. The certainty map in Figure 11(b) reflects the currently searched
area of the UAV swarm, avoiding repeated searches of the same area in a short time, while the lower certainty
after a long time will guide the UAVs to revisit the area to enhance the search order in the later stage of the
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Figure 9. Best fitness under different iteration steps with different
𝐴𝐼𝑇 and 𝐵𝐼𝑇 .

Figure 10. Best fitness under different iteration steps with different
𝜂𝑊

Figure 11. Search process under different simulation steps.
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Figure 12. Numbers of targets found under different simulation steps.

Table 4. Average number of targets found with five cases of configuration

Number of targets
𝑁𝑈 = 3 𝑁𝑈 = 6

Step=25 Step=50 Step=100 Step=25 Step=50 Step=100

𝑁𝑇 = 1 0.68 0.93 1* —
𝑁𝑇 = 2 0.90 1.75 1.83 1.40 1.83 2*
𝑁𝑇 = 3 — 1.93 2.50 2.75
𝑁𝑇 = 4 — 2.33 3.33 3.58

”*” represents that all targets are found

search. The detection response map in Figure 11(c) reflects the current target detection situation of the UAV
swarm, which includes both the real alarm signal caused by the target and the false alarm signal of the sensor,
and finally guides the UAVs to focus on searching the alarm area. Figure 11(a) also reflects that the search path
guided by the CSMTPE can effectively explore the area with the initial existence probability of the target, and
the priority of accessing the area with higher probabilities is greater. Meanwhile, the allocation of search areas
among UAVs is also reasonable.

Furthermore, the above initial conditions are used for multiple simulation experiments, where the initial po-
sitions of the targets are randomly set differently in each simulation. The target search results within the
maximum simulation step of 100 are recorded. Figure 12 shows the result of 40 Monte Carlo experiments of
the search for two moving targets. The result indicates that the number of targets found gradually increases
with the simulation steps, with an average of 1.83 targets found and a search completion rate of 92% within
100 simulation steps.

In order to simulate more search scenarios, five cases of configuration were designed here, with the number of
UAVs and targets being 3:1, 3:2, 6:2, 6:3, and 6:4, respectively. Figure 13 shows the search process in different
cases of UAV-target configuration. In each case, the background of each figure shows the probability distribu-
tion of the targets’ initial position, while the positions of UAVs and moving targets are plotted at the moment
when all targets were discovered. The result of the average number of targets found is shown in Table 4.

The result in Table 4 indicates that the larger the ratio of the target number to the UAV number, the higher
the corresponding search completion rate, and the faster the target can be found, and it also proves that the
CSMTPE proposed in this paper can effectively cope with the multiple target search in different target distri-
bution situations.

In order to verify the effectiveness of the update method of probability map based on target motion prediction,
the search result was tested under the same simulation conditions without using Equation (10) for the update of
the probabilitymap. Based on the search result in Table 4, Figure 14 shows an intuitive comparison of the search
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Figure 13. Search process in different cases of UAV-target configuration.

Figure 14. Comparison of the search results with and without the motion prediction.

result with andwithout themotion prediction, and it clearly indicates that when targetmotion prediction is not
used, the average number of targets found will significantly decrease, which is because probability map cannot
effectively predict the random and evasive movement of the target. Moreover, when the UAV approaches the
target, the existence probability of the target shifts between adjacent grid cells without motion prediction due
to the rapid movement of the target, and the probability of losing the target will be significantly increased.

6.4. Comparison of different optimization algorithms
In order to compare the optimization effectiveness of the proposed optimization algorithm, a set of optimiza-
tion algorithms will be used as a comparison in the following experiment. First of all, a motion-encoded
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Figure 15. Best fitness under different iteration steps using different optimization algorithms.

particle swarm optimization [10] (ME-PSO) and a motion-encoded genetic algorithm [15] (ME-GA) are chosen
as the comparison group of the direct motion-encoding method as these are commonly used to solve similar
problems in recent research. Secondly, to test the proposed priority-encoding method, these optimization
algorithms have been rewritten with corresponding encoding methods and denoted as PE-PSO and PE-GA,
respectively. In addition, to compare with more optimization algorithms, a differential evolution (DE) algo-
rithm [28] and an artificial bee colony (ABC) algorithm [29] are chosen and rewritten with priority-encoding
methods, which are PE-DE and PE-ABC.

In order to match the parameters used by IGAFA in the second experiment, the parameters in GA are set
to 𝑃𝑐 = 0.7 and 𝑃𝑚 = 0.3, and the PSO, DE and ABC have the same population size as IGAFA. Figure 15
shows the best fitness under different iteration steps using different optimization algorithms. The result shows
that the fitness optimized by ME-PSO or ME-GA is significantly higher than the fitness using the indirect
priority-encoding method proposed in this paper, which indicates that the direct motion-encoding method
is not appropriate when dealing with the proposed optimization problem. The fundamental reason is that
the direct motion-encoding method cannot guarantee the legitimacy of its descendants, and it is difficult to
achieve convergence of the optimal solution during the optimization. Each bit in the encoding has a significant
influence on the results, and the optimization is inefficient under a large solution space.

Among the algorithms that use the priority-encoding method, traditional PE-GA has the slowest optimization
speed. By comparison, PE-PSO, PE-DE and PE-ABC have faster optimization speeds in the early stage due
to their characteristics being close to random-search. However, in the later stage, considering the continuity
problem of the solution, the optimization speed significantly decreases. As an improved algorithm for GA,
priority-encoded IGAFA optimizes the evolution direction while retaining the excellent genes of its parents,
making the evolution process closer to the encoding characteristics, thus maintaining good optimization effi-
ciency in themiddle and later stages of the optimization process. It proves that the fine-adjustmentmechanism
proposed in this paper has efficient optimization performance when dealing with priority-encoding methods.

In order to further compare the influence on the target search process when using different optimization algo-
rithms, PE-GA and ME-PSO are selected as typical optimization algorithms representing priority-encoding
method and motion-encoding method, respectively.

Table 5 shows the average execution time with different 𝑁𝐾 and 𝑁𝑈 . The result indicates that ME-PSO has
a shorter execution time because of the defect of illegal descendant, and IGAFA has a longer execution time
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Table 5. Average execution time by typical optimization algorithms

Number of UAVs
𝑁𝐾 = 10 𝑁𝐾 = 20

PE-GA ME-PSO OURS PE-GA ME-PSO OURS

𝑁𝑈 = 3 2.8s 2.6s 3.1s 4.9s 4.8s 5.1s
𝑁𝑈 = 6 4.6s 4.5s 4.8s 7.8s 7.5s 8.5s

Table 6. Average number of targets found using typical optimization algorithms at simulation step 𝑘 = 100

Number of targets
𝑁𝑈 = 3 𝑁𝑈 = 6

PE-GA ME-PSO OURS PE-GA ME-PSO OURS

𝑁𝑇 = 1 1* 0.43 1* —
𝑁𝑇 = 2 1.68 0.85 1.83 1.95 1.18 2*
𝑁𝑇 = 3 — 2.58 1.35 2.75
𝑁𝑇 = 4 — 3.23 1.85 3.58

”*” represents that all targets are found

Table 7. Average number of targets found using different search methods at simulation step 𝑘 = 100

Number of targets
𝑁𝑈 = 3 𝑁𝑈 = 6

Greedy search Parallel search CSMTPE Greedy search Parallel search CSMTPE

𝑁𝑇 = 1 0.93 0.60 1* —
𝑁𝑇 = 2 1.65 1.23 1.83 2* 1.38 2*
𝑁𝑇 = 3 — 2.40 2.00 2.75
𝑁𝑇 = 4 — 3.13 2.48 3.58

”*” represents that all targets are found

because of the added improvement methods, while the execution time of the three algorithms is roughly the
same.

We apply different algorithms to the search scenarios set in the third experiment and simulate the coopera-
tive search using CSMTPE. The results of the average number of targets found using different optimization
algorithms at simulation step 𝑘 = 100 are shown in Table 6.

Table 6 indicates that the ME-PSO has a significantly smaller number of targets found compared to other
algorithms, while the search result using PE-GA is slightly worse than that using IGAFA. This is consistent
with the conclusion obtained in Figure 15, proving that IGAFA is more suitable for solving such problems.

6.5. Comparison of different search methods
We now compare the CSMTPE proposed in this paper with traditional greedy search method and parallel
search method. The greedy search method calculates each grid cell within the motion range of each UAV in
each simulation step according to Equation (10) with 𝑁𝐾 = 1, and selects the cell with the minimum objective
function value as the cell to be searched in the next simulation step. The parallel search method refers to the
parallel search of targets by each UAV in the mission area, achieving a coverage search. Table 7 shows the
search results using different search methods at simulation step 𝑘 = 100 under the same configuration in the
third experiment, and Figure 16 shows the combination result of targets found at simulation steps 𝑘 = 25,
𝑘 = 50, and 𝑘 = 100.

Table 7 indicates that CSMTPE has more targets in comparing search methods. Parallel search does not con-
sider the initial distribution information of the target, and the search range is too rough, resulting in poor
search efficiency. Greedy search has a similar search rate to CSMTPE in Case I and Case III, but overall, the
number of targets found is lower than CSMTPE.

As shown in Figure 16, when using the greedy search method, the number of targets found is significantly
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Figure 16. Comparison of the search results using different search methods.

Table 8. Average number of targets found using different search methods at simulation step 𝑘 = 100 without any prior information of the
probability distribution of target position

Number of targets
𝑁𝑈 = 3 𝑁𝑈 = 6

Greedy search Parallel search CSMTPE Greedy search Parallel search CSMTPE

𝑁𝑇 = 1 0.38 0.58 0.73 —
𝑁𝑇 = 2 0.95 1.23 1.35 1.20 1.43 1.53
𝑁𝑇 = 3 — 1.53 1.95 2.15
𝑁𝑇 = 4 — 2.25 2.53 2.68

less than that of CSMTPE at simulation step 𝑘 = 25, reflecting that it wasted more search steps due to blind
search in the early stage of the search, while the number of targets found in parallel search method is related
to the target distribution, resulting the poor search efficiency. In contrast, the CSMTPE proposed in this
paper continuously updates various search information maps to obtain more target information and takes into
account both short-term and long-term search efficiency when planning search paths.

Considering the existence of situations where the prior information of the target is unknown, the original
problem will degenerate into a covering search problem. Under this circumstance, another similar experiment
is conducted, and the search results are shown in Table 8.

When the prior information of the target is unknown, the search results reflect the conclusion that the search
efficiency of CSMTPEwill degenerate into the level of that using the parallel searchmethod. Meanwhile, it also
shows that the greedy search method performs significantly worse compared to other search methods above
due to the lack of long-term predictability. In summary, it proves that CSMTPE can adaptively and effectively
solve the multi-UAV regional cooperative search problem.

7. CONCLUSIONS
This paper addresses a challenging multi-UAV regional cooperative search problem for targets with the ability
to perceive and evade. In this scenario, moving targets can detect the presence of UAVs and take evasive
actions based on the UAVs’ motion patterns, increasing the difficulty of target search. To solve this problem,
we propose a novel search method called the CSMTPE for multi-UAV.

Firstly, we defined the motion model of such targets and design various search information maps and their
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update methods. Secondly, we established a multi-UAV search path planning optimization model based on
MPC and designed a CSMTPE with various objective functions of search benefits and costs. Thirdly, we pro-
posed an IGAFA to solve this optimization model. Finally, we conducted simulation experiments to evaluate
the proposed methods, and the results confirm their effectiveness.

Our experimental results show that the CSMTPE with IGAFA has higher search efficiency compared to tra-
ditional search methods, making it well-suited for the dynamic search process for targets with the ability to
perceive and evade. Overall, the proposed method could have practical applications in various fields, such as
search and rescue, surveillance, and military operations.
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