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Abstract

Aim: During the last decade, various type of cloud services have encouraged individuals and enterprises to store
personal data in the cloud. Despite its flexibility, cost efficiency, and convenient service, protecting security and
privacy of the outsourced data has always been a primary challenge. Although data encryption retains the outsourced
data’s security and privacy to some extent, it does not permit traditional plaintext keyword search mechanisms, and
it comes at the cost of efficiency. Hence, proposing an efficient encrypted cloud data search service would be an
important step forward. Related work focuses on single keyword search and even those which support multi-keyword
search suffer from private information leakage.

Methods: Our proposed method, employs the secure inner product similarity and our chaining encryption notion.
The former helps to provide sufficient search accuracy and the latter yields the privacy requirements.

Results: In this paper, we address the problem of leakless privacy-preserving multi-keyword ranked search over
encrypted cloud data (LRSE), and our new contributions address challenging problems of search pattern, and co-
occurrence information leakage in the cloud.

Conclusion: Our security and performance analysis shows that the proposed scheme guarantees a high level of pri-
vacy/security and efficiency.
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1 INTRODUCTION

With the advent of cloud computing, data owners are motivated to outsource their personal data from lo-
cal repositories to the cloud to increase flexibility, convenience and to reduce the burden of the local data
maintenance costs. However, the privacy of the data must be preserved against unwanted, unauthorized, and
malicious accesses from outside attackers and unapproved insiders, including systems such as cloud servers.
To access the data, unlike external attackers that must develop smart and subtle ways to circumvent security
firewalls and access-control mechanisms, the cloud accesses data directly, which is the reason it is considered
a primary privacy threat.

Encrypting the data before it is transferred to the cloud protects the data to some extent, but at the cost of
efficiency. Posing queries on the encrypted data so it is searchable is one the current open challenges. Even
though Searchable Symmetric Encryption (SSE) enables search on ciphertext, these schemes support only
Boolean keyword search, i.e., whether a keyword exists in a document or not!'~7), Moreover, these schemes
must strike a balance between security and efficiency!®. Consequently, the documents retrieved may be in-
correct or incomplete which consumes more time, computation power, and network bandwidth. Conversely,
disclosing more information to the cloud to increase accuracy and query efficiency, leads to further privacy
exposure.

Multi-keyword ranked search over encrypted cloud data (MRSE) schemes have been proposed [o-11] o (1)
acquire result relevance ranking, instead of returning undifferentiated results; and (2) improve search result
accuracy by supporting multiple keywords search instead of single keyword search which often yields in unac-
ceptably coarse results. Consequently, each keyword refines the results further. Moreover, the cloud is able to
rank the results based on their relevance and returns the top-k most relevant data items which causes less net-
work bandwidth consumption, increased data user’s satisfaction, and is highly desirable in the “pay-as-you-use”
cloud paradigm [°!.

Although MRSE schemes!°~'' are helpful and allow a user to search and retrieve the documents of interest,
they suffer from private information leakage. Query algorithms for existing MRSE schemes are mostly deter-
ministic, which means the same keyword can be used for the same type of queries. Thus, the attacker is able to
determine whether the keywords retrieved by two queries are the same'?! (search pattern attack). Moreover,
some words often co-occur with other words so the attacker can determine keywords with similar term of
distribution (co-occurrence attack) ', For instance, the bigram “of the” occurs much more frequently than
any other bigrams in English language"*); and possessing some auxiliary knowledge can disclose more infor-
mation about the co-occurring terms. For example, the term “united” is very likely to co-occur with “states”
in White House official paperwork. Thus, identifying a term is not difficult when the attacker knows the corre-
sponding co-occurring term in the ciphertext. Further, documents in the same category share a considerable
overlap of terms and keywords so information leakage in one document can lead to privacy violation in other
documents. In addition, during each search, tracking the keywords and the corresponding retrieved docu-
ments can leak more information (access pattern attack). Thus, to preserve the data privacy, this information
must be hidden from untrusted, unapproved, and unauthorized parties.

This paper tackles the problem of leakless privacy preserving multi-keyword ranked search over encrypted
cloud data (LRSE), and we solve the problem of search pattern, and co-occurrence (for the first time among
multi-keywords SSE schemes) private information leakage. To capture the relevance between documents and
the search query, we employ secure inner-product similarity that provides sufficient search accuracy**!. In our
approach, the documents and the search queries are described as binary vectors where each bit represents the
existence of the corresponding keyword in the document/search query. Thus, the similarity can be measured
by the inner-product of the query and document vector '), The distribution of the keywords in the documents
is not uniform and decreases uncertainty (entropy) of the accessed documents. To address this problem, the
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key idea in our scheme is to exploit our chaining encryption notion to generate a variety of ciphertexts for
high frequency keywords which leads to more uncertainty and a uniform probability model for the keywords
distribution.

The contributions of this work are:

1. We explore the problem of leakless privacy preserving multi-keyword ranked search over encrypted cloud
data. We build on a private model to prevent (without compromising efficiency):

(a) Search pattern attack (tracking the keywords searched by two or more queries)

(b) Co-occurrence attack (determining keywords with similar frequency)

2. Our methodological contribution is a novel chaining encryption notation which prevent the aforemen-
tioned attacks.

3. We demonstrate using privacy and security analysis the correctness of our proposed method.

To achieve our goals (see Section 2.1) there are two approaches. One possibility is to create an index which
decreases the searches elapsed time. In the related literature two types of index are considered[*): (1) building
an index for each document D, ['*); (2) design an index which encompasses the entire corpus!'®'¢). The alter-
native approach is to perform a sequential scan without an index. When the documents are large, an index will
likely be faster than sequential search, but on the flip side, storing and updating the index increases overhead
considerably. Either approach would be appropriate here depending on the corpus’s characteristics such as file
length and file modification frequency.

We first describe the sequential search scheme using our novel chaining notion (see Section 4.1). Next we
express our second scheme which benefits from an index for the whole corpus (see Section 4.2). Note that, in
the second scheme we exploit the chaining notion idea in generating the index vectors even though it (chaining
notion) is not employed to encrypt the documents.

1.1 System model

Our system model as illustrated in Figure 1, involves three different entities: data owner, data users, and cloud
server. The data owner has a collection of documents D (files) to be outsourced to the cloud server. Since files
may contain sensitive information and the cloud server is not fully trusted, data must be encrypted (C); and
any kind of information leakage that jeopardizes the data privacy is inadmissible. Moreover, for the sake of
effective data utilization and to ensure precise results, the cloud server must apply the search requests (queries)
on the encrypted data. Hence, before outsourcing the data onto the cloud, the data owner extracts a set of
keywords A, to build an encrypted searchable index SZ. We extract the keywords before encrypting the data,
so the keywords with a high frequency get encrypted into a number of ciphertexts. As a result, it becomes
significantly more difficult for the cloud to track specific keywords in documents as we will explain shortly.
Both the encrypted index and encrypted data are then transferred to the cloud server.

To search for files of interest, an authorized user first acquires a key K from the data owner through a search
control mechanism such as broadcast encryption*). Upon receiving the encrypted search request ¢ from a
data user, the cloud server applies the request on the corresponding index SZ and returns the results R(g).
To increase result precision, the results are ranked based on their relevance to the request by the cloud server.
Furthermore, to reduce the communication cost, the data user may send an optional number k along with ¢,
so the cloud server only sends back the top-k documents that are most relevant to the search request '),

The rest of this paper is organized as follows: Section 2 presents our threat model, design goals, and the pre-
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Figure 1. Architecture of the search over encrypted cloud data.

liminary. In Section 3, we describe the LRSE privacy requirements. Section 4 shows the proposed schemes in
detail, followed by Section 5 which presents the privacy and security analysis. We summarize related works
on privacy-preserving multi-keyword ranked search over encrypted cloud data in Section 6, and Section 7
summarizes our conclusions.

2 PROBLEM FORMULATION

2.1 Design goals
To address the aforementioned privacy issues (see Section 1), our design system should achieve privacy, secu-
rity, and a high level of performance simultaneously with the following three goals:

o Leakless ranked search: For the sake of effective data retrieval and preserving privacy, data users should
be able to generate a leakless search query which reveals nothing more than the encrypted query.

o Privacy-preserving: Preventing the cloud server from learning additional information rather than seeing
encrypted files, queries, and indexes is our highest goals. We describe the privacy requirements in Section 3.

o Efficiency: All of the above goals should be realized with a reasonable (or low) computation and commu-
nication overhead.

2.2 Preliminaries

Let D = {Dy,...,D,} be a corpus of n documents, and id(D;) be the unique identifier of the of document D;.
Let A be a dictionary of keywords with size m. Let Ay = {w,...,ws} be the dictionary of the d words for the
corpus D such that A; C A.

Definition 1. (Searchable Encryption). A multi-keyword Searchable Encryption (SE) scheme consists of 6
algorithms, SE = (KeyGen, BuildIndex, Encryption, Query, Search, Decryption) such that:

1. KeyGen (14): Taking a security parameter A as an input and outputs a secret key K.

2. BuildIndex (D): This algorithm takes in a corpus of documents D = {D;,...,D,} and generates an in-
dex 7.

3. Encryption (D, Z, K): The encryption algorithm takes a document corpus D, an index Z and a secret key
K as input and outputs an encrypted document corpus C = {C},...,C,}, and a secure index SZ.

4. Query (A4, K): This algorithm takes a set of keywords A, C Ay, and a secret key K as input, and generates
an encrypted query q.

5. Search (¢,SZ): The search algorithm takes an encrypted query g and the secure index SZ as input, it
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outputs R(g) a set of document identifiers whose corresponding documents are the most relevant files to
the query q.

6. Decryption (C;, K): The decryption algorithm takes in an encrypted data file C; € C and a secret key K as
input, and outputs D;.

Definition 2. (History). Let D be a document corpus. Let A,, be a set of queried keywords of query ¢;. A
history over D is a tuple H' = (D,A,,,...,A,,) over t queries.

The history is information that we are trying to hide from an adversary (cloud).

Definition 3. (Search Pattern). The search pattern over a history H' is a tuple, ¥ = (A,,,...,A,,), over ¢
queries where A, 1 < i < 1 is a set of encrypted keywords in the i-th query.

Definition 4. (Access Pattern). The access pattern over a history H' is a set, Q = (R(q1),...,R(q)) over t
queries.

2.3 Threat model

We consider the cloud server an “honest-but-curious” entity in our model +*-1'4), This means the cloud server
complies with the designated protocol (“honest”), but it is eager to collect more information by analyzing the
encrypted data, message flows, and the index (“curious”). In our scheme, we assume that the cloud server
knows the employed encryption and decryption methods, in addition to the encrypted documents C and
index SZ. However, it does not know the key K. We are willing to leak document identifiers id(D;),1 < i < n,
encrypted queries and the access pattern defined in Definition 4. We can assume that the document sizes will
also be leaked, but it can be trivially preserved by a “padding” method *!. Thus, we classify the attack model
to Known Ciphertext Attack in which the adversary only observes the ciphertext, i.e., encrypted documents
C, encrypted index SZ, and queries.

3 PRIVACY REQUIREMENTS

To address security concerns and preventing a “honest-but-curious” server (see Section 2.3) from collecting
users’ personal information, the data owner applies a symmetric key cryptography before outsourcing data
to the cloud. Although cryptography impedes the cloud prying into the data owner’s private data, it cannot
address all privacy concerns. Ideally, a cloud should learn nothing but the (encrypted) search results; and
it jeopardizes data privacy and even security if the cloud deduces any information from the index, accessed
files, queried keywords, etc. For example, by analyzing this information, the cloud server may infer the major
subject of a document, or even the file’s content!!”). Therefore, methods must be designed to prevent the cloud
from performing these kind of association attacks. Data privacy and index privacy are default requirements in
the literature, and in the following, we enumerate more challenging and more complex privacy requirements.

1. Search Pattern Privacy: Uncovering the relation between two or more search requests can lead to more in-
formation leakage and data/user privacy violation. Also, the resultant documents, which are ranked based
on the query g, provide a good opportunity for the cloud to identify the keywords and their correspond-
ing outsourced documents. Disguising the search pattern from unauthorized parties is among the most

e[101118] hag not yet addressed this completely issue.

complex challenges in this field, so related literatur

2. Co-occurrence Keyword Privacy: Keywords with the same distribution pattern expose more privacy vio-
lation risks. In the other words, the privacy of the keywords that co-occur often are tied to each other, and
compromising the privacy of one term can lead to privacy violation of the co-occurring term. As a result,
the privacy level of co-occurring terms is lower than the regular terms in the same condition. Therefore,
we should protect and hide this term dependency to protect the co-occurring terms or at least put them at
the same level of privacy protection with singularly occurring terms.
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4 LRSE SCHEME

To meet these requirements, we propose the LRSE scheme. LRSE is a privacy preserving multi-keyword ranked
search mechanism over encrypted files. We adopt the secure inner product proposed by Wong et al. '], The
index SZ and the query g are both protected using this encryption strategy.

The key idea in our approach is to generate a variety of ciphertexts for high frequency keywords from the
corpus D. Hence, multiple encrypted versions of a keyword will be used to search for the same keyword. This
directly affects the search pattern ¢ that the adversary collects to discover the keyword plaintext. We propose
two schemes: Scheme I introduces a solution for searching with sequential scan using our novel chaining
notation; and Scheme II, expresses how the chaining notion can be employed to handle controlled searching
with an outsourced encrypted index.

4.1 Scheme | - sequential scan

Recall that in Definition 1 a searchable encryption scheme contains a suite of 6 algorithms. Here, we explain
how each algorithm works in Scheme I. In the setup phase, beside calling the KeyGen to generate the secret
key K, we generate a document-term matrix and a required ciphertext vector. Scheme I's details are presented
here:

« Setup. Let y be a n X d document-term matrix(DTM) which an element ¢;; represents the frequency of
keyword w; in document D;. Let ¢ = (I;,...,ls) be required-ciphertext vector which /;,1 < i < d shows
the number of required ciphertext for keyword w;. We first extracts the corpus keyword dictionary A,
from the entire corpus D and then generates the document-term matrix y. Afterwards, we generate the
the required-ciphertext vector ¢ (see below for more details). Then we call KeyGen algorithm to generate
the secret key K that will be used to encrypt the documents.

o RequiredCiphertext. The probability of querying high frequency keywords is high, so these keywords are

more prone to privacy leakages. In a strong attack model ['?!
knowledge such as the term frequency statistics, the attacker(cloud) can extract invaluable information
form the encrypted files ', Moreover, by issuing each query to the cloud, the data user is revealing more
private information such as her interests and hobbies. Thus, there are two main challenges: 1) hiding the
keyword frequencies in the outsourced encrypted documents and 2) obscuring the frequency of the queried

keywords which may lead to exposing the underlying keywords!2).

where the cloud server is equipped with more

In an ideal world the keyword frequencies are equal, and the data user uniformly queries all of the available

keywords. Thus, the cloud observation from the encrypted files and the queries does not leak any informa-

tion. Although this is impossible in the real world, our goal is to break down the keyword frequencies to

get close to the ideal scenario. For this reason we calculate the average of each column (average of each key-

word in the document collection D). Note that because we are employing uniform distribution the average

and the median are effectively the same. Let A = (aj,...,ay) be the average vector in which ¢;,1 <i < d
Lo e

shows the average of keywords w; in corpus D; thus,¥ w; € Ay, a; = =

To determine the number of required ciphertexts for each keyword (/;) we define a new measure as threshold
7 which is the floor of the minimum element in the average vector A. Finally, we determine the number
of required-ciphertext vector ¢ by calculating the ceiling of the maximum frequency for each keyword in
DTM-matrix y divided by the threshold 7:

1<i<n

max
Vi e Dk = {_}

T

where max,; is the maximum value in the w; column.
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Figure 2. Chaining notion - generating multiple ciphertexts for each keyword.

We divide the maximum frequency of each keyword by the minimum average of the keywords (threshold
factor 7) to ensure each encrypted version will occur with the same frequency as the minimum value in
the average vector A. With this strategy, the cloud (or an adversary) sees all of the encrypted keywords in
the same frequency range. Thus, we gain more uncertainty and a higher level of entropy so identifying the
keywords becomes more difficult for the cloud.

o GenerateCiphertext. Before we explain how we encrypt the documents, we define the BuildChain algo-
rithm which will be used by the Encryption algorithm.

- BuildChain(K, A4, ¢). This algorithm takes a secret key K, a document keyword dictionary Ay,
and a required-ciphertext vector ¢ as input. It outputs an encrypted keyword dictionary Ay =

(W11, . ., Wij) where ;; is the j-th ciphertext of wilgs‘i and d’ is the number of encrypted keywords.

For each keyword w; € Ay, BuildChain generates the first ciphertext w;; by encrypting keyword w; using
the secret key K. To generate the second ciphertext Ww;», BuildChain encrypts XOR of previous ciphertext
wii with keyword w; using the same secret key K (i.e., w;; @ w;). Hence, each ciphertext is chained to the
previous one. The algorithm continues generating new ciphertext for keyword w; until we have the expected
number of ciphertexts according to the ¢ vector. Figure 2 shows the chaining process.

Note that compared to other approaches that adopt multiple keys!!], in our chaining methodology, we
employ only one key for all of the required ciphertexts. This characteristic mitigates the key management
challenges and lessen system costs during the key generation. Moreover, it enables the data users to generate
the whole chain on their own side which reduces the communication costs and increases security and
privacy. From the privacy viewpoint, keywords with a high frequency get encrypted multiple times (using
chaining notion). As a result, it becomes significantly more difficult for the cloud to track down a specific
keyword in a single document or across multiple documents.

We explain how Encryption algorithm (see Definition 1) works in LRSE. Note that, Scheme I is not an index-
based method, so it does not need to take in an index Z (we will employ an index in Scheme II). After taking
the inputs, Encryption algorithm call the BuildChain to generate the required-ciphertext vector ¢. The
BuildChain algorithm returns the encrypted keyword dictionary A, to the Encryption algorithm. Then
Encryption algorithm starts to encrypt each document by fetching each word from the file and if the word
is one of the keywords in A4, we randomly choose one of its encrypted versions from A, otherwise we
encrypt the word with the secret key'. The subroutine “Add” in this algorithm adds the encrypted document
(here C;) to the encrypted file collection (C). Algorithm 1 demonstrates how we encrypt each file.

'We assume the random number generator is fair.
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Algorithm 1 Encryption

1: procedure Encryption( D,K, Ay, ¢)

2 Agr = BuildChain(K, Ag, ¢)

3 for all D; in D do

4: while !eo f do

5: w = readNextWord(D;)

6: if isKeyword(w) then

7: W = select randomly an encrypted ciphertext for w from A
8: else

o W = encrypt w with secret key K
10: end if
11: Ci+=w
12 end while

13: Add(C,C;)
14: end for
15: return C

16: end procedure

Since the cloud sees the encrypted document collection C, it generates the DTM matrix (y’) based on the
encrypted keywords in C. Thus, the number of columns in y’ is d’ rather than d (d < d’) and the high
frequency keywords are eliminated in the whole matrix.

o GenerateQuery. In the initialization phase, the data owner and the data user exchange ¢ vector and the
secret key K that enable the data user to make an encrypted query ¢. In addition, because we have multiple
encrypted versions (ciphertexts) of each keyword, the data user can use a portion of the available ciphertexts
for each keyword, but the data user must use the same portion for all of the keywords in the same query to
not effect the results. For example, the data user may decide to use sixty percent of available ciphertext for
each keyword, but he cannot employ sixty percent for the first keyword and forty percent for the second
one, because it makes the results imprecise. Finally, encrypted query ¢ is sent to the cloud. The data user
may send an optional parameter & to the cloud to retrieve only the top-k resultant documents.

This is one of the characteristics that distinguishes our approach from other schemes. With each query
the data user is able to randomly choose some of the ciphertext for each keyword which delivers more
uncertainty and consequently more entropy. Thus, even if consecutive queries share some of their keywords,
the cloud is not able to find a pattern between the queries due to using different versions of ciphertext in
each query. Moreover, co-occurring terms appear with different ciphertext in the encrypted files, so, finding
the co-occurring terms becomes significantly more difficult for the cloud.

The details of Query is shown in Algorithm 2. The data user declares the “portion” manually or it can
be determined randomly by the algorithm (like we did in the Algorithm 2). This feature determines the
percentage of each keyword ciphertext that will be employed in the query encryption process. For example,
if w; possesses five different ciphertext and the portion is set to sixty percent, the algorithm employs three
versions of the ciphertexts randomly for the current query. Moreover, the data user is able to generate the
ciphertexts as all encrypted versions are chained together. Note that the plain query can be indicated by
today’s web search engine such as Bing” and Google®, in which the data users tend to provide a sentence in
natural languages or a set of keywords to express their intentions. In this case, we first extract the keywords
A, from the plain query.

o Search. Before explaining the LRSE search algorithm we define the document and query vector and the
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Algorithm 2 Query

1: procedure Query(Ay, K, ¢)
por = randomly choose a portion

»

3: for all w; in A, do

4: neededV ersions=[g;Xpor]|

5: j=1

6: while j < neededVersions do

7: W = choose randomly one encrypted versions of w;
8: qg+=w

9 end while

10: end for
11: return g

12: end procedure

relevance score:

Definition 5. (Document Vector). Let A, be the dictionary of keywords from corpus D. A document vector
T; = (fw,,---»fiw,) is a normalized vector that demonstrates the normalized frequency of each keyword
fw;»1 < j <dindocument D;. Let T = {Ty,...,T,} be a set of all document vectors.

Definition 6. (Query Vector). A query vector Q is a d-element boolean vector such thatV 1 <i < d,Qli] =
1if w; € A;, and O otherwise.

Definition 7. (Relevance Score). Let 7; denote the normalized frequency vector of the document D; and Q
be the query vector from A,. Their relevance score s; is inner product of document D; to query vector Q.

Recall that upon receiving the encrypted document collection C the cloud builds its own DTM matrix
y" and based on that it generates a set of encrypted document vectors 7 = {7y,...,7,}. However, the
cloud cannot make the real y matrix and T (see Section 4.1). Upon receiving the encrypted query ¢, the
cloud server executes Search algorithm. The LRSE Search(q, T, k) algorithm takes the encrypted query g,
encrypted document vectors 7', and an optional k, and returns the top-k encrypted resultant documents
corresponding to R(g) to the data user. Consider that the resultant documents are ranked according to
their relevance score s.

o Decryption. The data user executes Decryption(C;, K, Ag) for each C; in the resultant documents. This
algorithm inputs an encrypted document C;, a secret key K, and an encrypted keyword dictionary Ay, and
outputs D;. Keywords in the resultant documents are encrypted randomly with a different encrypted piece
of the chain. Thus, before decrypting the results, Decryption algorithm normalizes the results by changing
each keyword’s ciphertext with the first ciphertext in the chain. It then decrypts the normalized encrypted
document using the secret key K.

4.2 Scheme ll - Index

In Scheme IT we employ an index structure to increase the search speed. In Scheme I we encrypt each document
keyword by keyword, i.e., each block cipher contains one keyword (we consider each block large enough to
store an encrypted keyword). In contrast, in Scheme II each block cipher contains 128 bits of a file (which may
vary depend on the protocol and employed encryption scheme). Hence, the cloud learns nothing from the
encrypted documents D and is not able to generate its own y’ matrix, so must to rely on the index (provided
by the data owner) to find and rank the results.

Furthermore, the cloud is not able to learn the keyword positions in the documents. We also employ the secure
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asymmetric inner-product mechanism [**) which prevents the cloud from learning relevance score between two
encrypted documents, and is only able to calculate the relevance score between the encrypted query vector Q
and encrypted document vectors 7. The following describes scheme II in detail:

o Setup.This part of the scheme consists of the same steps as Scheme I. We first extracts the corpus keyword
dictionary A, from the entire corpus D and then generates the document-term matrix y. Afterwards, we
generate the required-ciphertext vector ¢. In contrast with Scheme I we do not need to actually apply
Algorithm 1 and generate multiple ciphertexts for each keyword w;. Instead, we apply the concept of the
chaining notion on the document vectors and represent high frequency keywords with more than one
element in the document vectors. For example, assume ¢; = 5, so keyword w; is represented with 5 positions
in the document vectors. This property has less system cost and improves the system efficiency. Then we
call KeyGen algorithm to generate a secret key K that will be used to encrypt the documents.

o KeyGen. The key generation algorithm is slightly different from the previous scheme. Beside a secret key
K, the KeyGen should create a (d’ x d’) invertible random matrix m where d’ is the sum of all elements in ¢
(i.e. all of needed encrypted versions). The data owner runs KeyGen(14,d’) algorithm. The LRSE KeyGen
algorithm takes in a security parameter A and a number d” and it returns a secret key K and an invertible
(d" x d’) matrix m. This matrix will be used to encrypt the query and document vectors, so like the secret
key, it should be protected.

o BuildIndex. The LRSE BuildIndex(D, ¢) takes in a document corpus and a required-ciphertext vector ¢
and outputs the plain index Z. This algorithm first generates a normalized document vector 7; for each doc-
ument D; based on ¢ f-idf mechanism ['°l. Note that each keyword w; is presented with multiple positions
in the document vector based on value of ¢;. Then using the document vector set 7, the algorithm builds
a plain index. We adopt a tree-based index structure called keyword balanced binary (KBB) tree proposed
by Xia et al. '), Their secure index structure uses a “Greedy Depth-First Search(GDFS)” algorithm to find
the most related nodes (documents) to the query.

In the KBB tree, each node u consists of 5 elements: node ZD, two pointers to the left and right child of
node u, document ZD (set to null in case u is an internal node), and the last element is a vector 7; that
denotes the normalized “z f X idf” values of the keywords in the document D;. If u is an internal node, each
element in vector 7; gets the maximum value of the corresponding keyword among u’s child nodes.

In the index construction phase, we generate a node for each document in the corpus. These nodes are the
index tree’s leaves. The internal nodes are generated by generating a parent node for each two nodes (same
strategy we apply to build a balanced binary tree). The parent node gets the highest value from its children
for each element in its 7; vector.

Figure 3 provides an example of the index tree that is applied in our approach. The corpus in this example
consists of 6 files(documents) fi,. .., fs and 4 keywords(cardinality of the dictionary d = 4). Assuming the
query vector Q is equal to (0,0.83,0,0.24) and parameter k is set to 3 (i.e. number of documents returned
to the data user). The figure shows the search process. The search process starts from the root node n and
calculates the relevance score of the n1; (1.07) and nj2 (0.428) to the query vector and moves to the ny;
due to its higher relevance score. The search continues and reaches leaf node f; with relevance score of
1.07 and then reaches f; and f>, with 1.127 and 0.498 relevance scores, respectively. Afterwards, the search
algorithm gets to the f; with 0.524 relevance score and replace f3 in the result list (because we should return
the top-3 relevant files and fj relevance score is higher than f; score). Finally, the search algorithm goes
back to nj, node (based on Depth First Search algorithm) and stops there because the relevance score of
the n1, (0.428) is less than the minimum relevance score (0.524) in the result list. Note that in practice T
and Q vectors are encrypted using secret key K and matrix m. We refer the reader to Xia et al.['s) for more
information about the index structure.
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Figure 3. An example of the index tree that is employed in our approach.

o GenerateCiphertext. The LRSE Encryption(D,Z, m,K) algorithm takes a document collection D, a plain
index Z, a secret matrix m, and a secret key K. The algorithm encrypts all of the documents in D using the
secret key K. To encrypt the index Z, we adopt the secure asymmetric inner product by Wong et al. '], The
algorithm can make the cloud server compute the inner product of two encrypted vectors 7; and Q without
revealing any information about the actual values of them. Accordingly, the encrypted subindex is built as
{m!T;} where m is the random matrix that the data owner generates through running KeyGen algorithm.
After encrypting the index Z and document corpus D, the data owner performs a random shuffle on the
encrypted document vectors, ensuring that the order of the encrypted entries do not reveal any information
about the underlying data. The data owner then transfers the encrypted index and documents to the cloud.

+ GenerateQuery. The Query(A,, K, ¢) algorithm is similar to Query algorithm in Scheme I (see Section 4.1),
except in the last step, instead of sending the encrypted query ¢, it builds the corresponding query vector
and generates the encrypted query vector Q by performing {m~'Q}. It shuffles the encrypted query vector
in the same way that the document vectors are shuftled and sent it to the cloud. The data user may send an
optional parameter k to the cloud to retrieve only the top-k resultant documents.

o Search. Upon receiving the encrypted query Q, the cloud server runs Search(Q,SZ, k) algorithm which
takes in an encrypted query vector O, an encrypted index SZ and an optional parameter k. The Search
algorithm finds the top-k resultant documents using the tree-based index SZ. To gain the relevance score
we calculates the inner product of the encrypted document vector in the encrypted query vector.

7.0 = (m"T) x(m™'Q) = TTmxm'Q=T"x 0 =T,.0

Note that the cloud server only learns the relevance score (similarity) of the documents to the query, while
deducing the similarity between encrypted documents is not possible **!. Finally, the cloud server returns
the top-k resultant files to the data user.

o ResultDecryptor. In contrast with Scheme I, in this scheme we do not need to normalize the encrypted
resultant documents so we achieve lower system cost and faster decryption. The LRSE Decryption(C;, K)
algorithm inputs an encrypted document and the secrets key k and outputs the document D;. The data user
simply call the Decryption algorithm for each encrypted document in the resultant documents.
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Table 1. Comparison of related works

Properties Curtmola et alT¥7(2011)  Cao et al’™®1(2014)  Liuetall21(2014) Xiaetall87(2016)  Guo et al['81(2018)  LRSE
Preserving access pattern No No No No No No
Server computation O Om) Om) O(n) Owm) Owm)
Server storage Om) On) Owm) Owm) Owm) Owm)
Communication O O Owm) Oy Oy O
Preserving search pattern No Yes Yes No No Yes
Preserving co-occurrence terms No No No No No Yes
Boolean/multi-keyword search Boolean Multi Boolean Multi Multi Multi

5 PRIVACY AND PERFORMANCE ANALYSIS

Our main goal in this section is to prove the proposed schemes in Section 4 provide privacy and security, as
defined in Section 2.1. We also show that in comparison with related works, LRSE has an acceptable complexity
in various criteria among previous SSE schemes (see Table 1). This property along with preserving the search
pattern and co-occurring terms demonstrate the efficiency of our scheme.

In Section 4.1 we explained that to preserve the user privacy, our goal is to make the document and query
vectors as uniform as possible (without compromising the efficiency). Hence, the cloud server is not able to
distinguish the high frequency keywords in the encrypted documents. Entropy measure can evaluate the uni-
formity of document vectors and is employed in many approaches 2°-2?! to evaluate the privacy. By comparing
the entropy of the LRSE document vectors with original ones we demonstrate higher entropy and consequently
higher privacy of the document vectors generated by LRSE.

5.1 Entropy of LRSE Document Vectors

We prove that by expanding the document vectors using our approach, privacy and security of the outsourced
data increases. Note that, adding dummy keywords!*°! to extend the length of the data vectors does not
necessarily ensure an increase of the security, and in some case it may even decrease the privacy and security
of the outsourced data (see Example 1).

The main idea behind expanding/extending the length of the document vectors is to add more uncertainty to
document and query vectors, which results in higher entropy. Although, adding to the length of the document
vector can lead to higher entropy, in Example 1 we demonstrate that just extending the document vector’s
length does not guarantee having a more uniform vector and higher entropy.

Example 1. Consider adocument D; with 3 keywords. Assume the frequency of each keyword in D is (2,3,4),
so term-frequency(z f) vector is ( %, %, %). The entropy of this vector is equal to 1.06.

Now, to increase privacy and security to D, we add a new dummy keyword with the frequency of 15. The
modified frequency vector is (2,3,4,15) and the new term-frequency(z f) vector is (%, %, 24—4, g) The first im-
pression is because of adding a dummy keyword, the entropy increases; however the entropy of the new vector

is 1.059 which is less than the entropy of the original vector.

In Example 1 we showed that adding dummy keywords to the document/query vectors does not necessarily
provide more security/privacy. Defining the property of the new dummy keywords that ensures higher entropy,
are not considered in the related literature and we leave it as a future work. However, in Theorem 1 we prove
that LRSE scheme provides more security/privacy.

Theorem 1. Given any document vector 7; for document D;, valid in the LRSE scheme,
H(T';) > H(T)

where H is the entropy measure and LRSE(T;) =T';.
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Proof. Consider:
LRSE :[0,1] — [0,1]¥ suchthat &' >d (1)

and

T, €[0,1]Y and T;e[0,1]%

The entropy of the document vector 7; = (fi,,,. ... fu,) is:
b
H(T) == fu, ¥ log(fu,)

j=1
and the entropy of the 7”; = (fy/,,. .., fy ) is:

d/

H(T') == d'\,; x log(d'y,)
J=1

Recall p = (Iy,...,1;), with Z?:] lp = d’, and for any f,, € T; we have:
I j-1
Sw; = Z fvi,(ka/_ . where , @, = Z Iy
k=1 ' (=1

Hence:
- ij 1Og(fwj') = _(f’wl +oee Tt f/wm)log(f’wl +eee Tt f/wm)
where, fy, = va;k. (2)
k=1

Moreover, note that log(x) is a monotonically increasing function and 7”; possesses positive values (based on
(1)), thus we have:

- (flw]) X log(f’wl +oot f/wm) < _(f’wl) X log(flw])
where, f, = vaf,k (3)
k=1

By extending the above inequality for all of the keyword frequencies in 7; and 7}

d d’
= > foy X10g(fy) <= > fy, X1og(f',,)
j=1 m=1

Thus we have:

H(T";) > H(T})
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5.2 Privacy attacks

In Section 3 we identified two private information leakage (privacy attacks). In this section we explain how
LRSE prevents search pattern and co-occurrence attack. Our schemes are not designed to preserve the user
privacy against access pattern attack and we leave it as future work.

In LRSE with each query the data user is able to randomly choose a portion of the ciphertexts for each keyword.
Thus, even if consecutive queries share some of their keywords, the cloud is not able to find a pattern between
the queries due to using multiple versions of ciphertexts in each query. Further, co-occurring terms appear
with different ciphertexts, so, finding the co-occurring terms becomes significantly more difficult for the cloud
(see Section 4).

Assume, ¢; is the number of available ciphertexts for keyword w;, and in each query the query generator uses
B percent of the ¢;. The number of possible permutations I that the query generator can employ is: I' = ( Biiw i).
For example, if we have ¢; = 10 available ciphertexts for keyword w;, and the query generator employs 40
percent of the ciphertexts in each query (8 = 40%) the number of possible permutation is: ' = (140) = 210.
This means, there are 210 distinct possible choices for the guery algorithm to ask for the same keyword. In
other words, the probability of having 2 queries with same permutation of the ciphertexts for w; is 0.047% (515
). Note that the main idea is cloud sees all of the keywords are queried with the same probability even if the
user starts requesting for the same keyword multiple times.

5.3 Result completeness

To apply the LRSE scheme we first extract keywords from documents in corpus. Technically, keywords with
high frequency get extracted considering some linguistic knowledge to avoid stop words such as “the”, “for”, “if”,
and etc. 2, We then generate the ¢ vector based on the minimum value among the average of each keyword
in the entire corpus. Further, we assume the random number generator is fair.

Considering all of the aforementioned, there is still a rare chance of incomplete results on the paper. Assume
the term frequency of the keyword w; in document D is f;, and the number of the available ciphertexts for the
corresponding keyword is ¢;. Aslongas f; > ¢; there is no problem (case 1), because the corresponding C
(encrypted D) contains all of the available ciphertexts and no matter which ciphertext versions are employed
in the user query, C (and consequently D) will be placed among the possible results.

If i < ¢; the user query may contain encrypted versions of w; that do not exist in D (case 2). Recall that
along with the query, the user also sends the parameter k to retrieve only the top-k documents. In case 2 if k
is relativity less than the number of documents that includes w; there is still no problem because D’s relevance
score to the query is very low and even if D had all of the encrypted versions of w;, it would not be placed
among the top-£ files (case 3). Note that number of documents that f; < ¢; should be very low, otherwise the
keyword extraction algorithm would not choose w; as a keyword in the first place.

The problem occurs when the user asks for all of the documents that includes keyword w; (case 4). In this
condition, the results may be incomplete, because the user employs a portion of the available ciphertexts which
may not be used in D. For example, consider we have a corpus with four documents (dy, d», d3,ds), and the
term frequency of keyword w; in each document is (25,32,6,29). Also, consider that the number of available
ciphertexts ¢; = 10 and the portion is set to forty percent for query ¢ (e.g., forty percent of the available
ciphertexts are employed to generate ¢ by the query generator). Thus, the query generator randomly selects
four versions of available ciphertexts (forty percent of ¢;). No matter what versions of the ciphertexts are
employed in the query g, di, d», and ds will be placed among the possible results because the term frequency of
keyword w; in those documents are greater than ¢;, so those documents possess all of the available ciphertexts
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for w; (case 1). However, if f; < ¢; (case 2), D3 may get excluded from the results due to not possessing the
same versions that are employed in the query ¢. If k is set to 1,2, or 3, this issue does not effect the result
accuracy because the user is only interested in the first top-k documents and d3 will not be placed in the top-k
list. The problem occurs when users demands all of the documents containing w; (case 4).

To tackle this challenge (case 4), in Scheme I, we can inject the missed ciphertexts in the corresponding docu-
ments. In Scheme II, we do not even need to touch the encrypted documents; the only action is to adjust the
corresponding document vectors regarding the missed ciphertexts. In order not to effect the relevance score,
we employ the same strategy the related literature employs by adding dummy keywords while not affecting the
relevance score 14,

5.4 Security

The secure asymmetric inner product ') is widely used in many existing secure search schemes[*10:16:1824]
and it has been proved to be secure in known ciphertext attacks. In this section we show that chaining the
ciphertexts are not weakening the underlying secure symmetric encryption scheme; and we give the security

proofs for the schemes presented in Section 4.

Definition 8. (Symmetric encryption scheme) [*l. A symmetric encryption scheme is a set of three polynomial-
time algorithms (G,&,D) such that G takes an unary security parameter k and returns a secret key K; ¢ takes
a key K and n-bit message m and returns ciphertext ¢; D takes a key K and a ciphertext ¢ and returns m if K
was the key under which ¢ was produced. We refer to Curtmola et al.!*) for formal definition of security for
symmetric encryption schemes.

Definition 9. (Indistinguishability). Let G and E be two random variables distributed on {0, 1}". A SSE scheme
is indistinguishable secure if for all non-uniform probabilistic polynomial-time adversaries A : {0,1}" —
{0, 1}, for all polynomial “poly” and all sufficiently large & the distinguishable probability (also called advantage
of adversary) is:

1
poly(k)

Definition 10. (Novel chaining notion). Let (G,¢, D) be an indistinguishable secure symmetric encryption
scheme with & : {0, 1}%x {0, 1} — {0,1}". Let w; € {0,1}" be a keyword in the dictionary A,. Given a natural
number of £ The novel chaining notion of w; (NCN(w;)) is defined as:

Adv A = | Pr[A(G)] - PrlA(E)]| < (4)

NCN(w;) = (NCND(w;), NCNP(w;), ..., NCNO(w)))
where, NCNY(w;) = &(w;),
and NCNY(w;) = &w; ® NCNY™D(wy) Vj € {2,...,L}.

Theorem 2. The novel chaining notion is indistinguishable secure against known plaintext attack.

Proof. Let (G, &, D) be the an indistinguishable symmetric encryption scheme. Moreover, recall £ : {0, 1}* x
{0,1}* — {0, 1}", so an encrypted vector V is a valid vector as an input for & (because both encrypted (V) and
plain (V) vectors are in {0, 1}"). Hence for any w; in the dictionary A, and for any j, NCN’(w;) is in {0, 1}".
Since (G, &, D) is indistinguishable secure scheme, the attacker is not able to find any relation between input and
output except for a negligible amount!*), so the outputs is independent of the inputs, otherwise the encryption
function (¢) is not indistinguishable. Hence, keyword w; is independent from NCN M(w;) and NCND(w;)
is independent from NCN @(w;). Now we have to prove that every pair of the chains such as NCN @ (wy)
and NCNU)(w;) is indistinguishable. By contradiction, let’s assume NCN W (w;) and NCNY*)(w;) are distin-
guishable, then even the pairwise NCN W (w;)and NCNU*D(w;) is distinguishable too, which is a contradiction.
Therefore, NCN(.) is secure. ]
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Theorem 3. LRSE is an indistinguishable secure scheme against known ciphertext attack.

Proof. Let (G,&,D) be an indistinguishable symmetric encryption scheme. Let the C = {&(D;),1 < i <
n} be the encrypted document collection. Let SZ be the encrypted searchable index, and let the NCN(.)
be our secure chaining notion. Since (G.£,D) is indistinguishable secure the encrypted documents £(D;)
,I < i < n are indistinguishable secure from a random string {0, 1}*. Hence, the encrypted documents are
indistinguishable secure. Further, the encrypted index SZ and encrypted query vectors are secured using
asymmetric inner product!*). In Theorem 2 we proved that the NCN is indistinguishable secure, so chaining
the ciphertexts does not weaken the symmetric encryption. Recall that in Scheme I we encrypt each file word
by word using our novel chaining notion. In Scheme II we take advantage of the same idea in generating the
document vectors and encrypt the documents block by block (instead of word by word). Thus, the encrypted
documents ¢(D;), 1 < i < n, the index SZ and the encrypted query vectors, and the novel chaining notion
(NCN) are indistinguishable secure, so LRSE is indistinguishable secure. [l

5.5 Efficiency and System Costs

Although two(multi)-party computation can address our designed goals, they suffer from low efficiency. They
usually employ a n-path (in best case two-path) algorithm which means the retrieval phase needs two rounds
of communication between the cloud server and data user ?°]. Further, one of the biggest drawbacks is the
complexity of the system and even for basic operations requires significantly more complicated computations.

Thus, scholars propose new methodologies to make a trade-off between privacy/security and efficiency. Table 1
compares LRSE with the previous work. In comparison with SSE schemes, LRSE preserves both the search
pattern and co-occurring terms which are not supported in the multi-keyword SSE schemes.

Specifically, in comparison with Curtmola et al.[*/ LRSE needs more sever computation, but LRSE supports
multi-keyword search queries and also preserves the search pattern and co-occurring terms privacy which
are not among Curtmola et al.[*l achievements. In compare with Cao et al. '], LRSE preserves co-occurring
terms. Both methods are at the same level of system costs, because in Cao et al. [°) work, to increase the privacy,
length of the document vectors are extended with dummy keywords. In LRSE, we expand the length of the
document vectors to increase the uncertainty and at the same time hide the search pattern and co-occurring
terms (two birds with one stone). Moreover, in Section 6.1 we show that LRSE reaches a higher level result
accuracy compared to Cao’s approach.

In comparison with a recent work [}, LRSE preserves search pattern and co-occurring terms privacy. More-
over, in Guo et al.’s["*! approach, a trusted proxy is considered in the system model which increases the system
cost.

6 IMPLEMENTATION AND ANALYSIS

We conducted a comprehensive experimental evaluation of LRSE on 203 English books > with more than five
million words (excluding stop-words) and more than 2200 keywords. Our experiment includes a user and a
server. Both entities are implemented using Java (JDK 1.8.0_111) and are executed on Windows 7 machines
with Core2 Duo CPU at 3.17 GHz and 8 GBs of RAM. The user acts as the data owner and data user, and the
server acts as the cloud server. We ran the experiments 10 times and difference between the maximum and
minimum output of the same experiment was lees than 0.5%. For example, the result accuracy experiment
showed less than a 0.2% difference in 10 runs.

Recall that in Section 4 we explained that the user’s query is a set of keywords or a sentence in natural language.
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Figure 4. Effect of portion on result accuracy over 5000 Figure 5. Result accuracy based on top_k over 5000 queries.
queries.

We assumed that the number of keywords in each query is between five and ten. In other words, each time our
query simulator is generating a random number in this range (5-10) which indicates the number of keywords
in the corresponding query.

Our analysis includes result accuracy and privacy assessment. In general, the cloud server observes two groups
of vectors: document vectors and query vectors. Our experimental evaluation demonstrates a higher privacy
in both groups, and a higher level of result accuracy compared with Cao’s result precision®).

6.1 Result Accuracy

Section 4.1 describes a certain number of available ciphertexts (portion) are selected in every query. Although,
the same portion for each keyword is employed in the query, it may effect the accuracy of the results due to
the reason we explained in Section 5.3. Thus, there is a small chance to lose some result accuracy when the
number of available ciphertexts for a keyword is bigger than its frequency in a specific document (because the
encrypted versions that are employed in the document may differ from the ones in the query). In other words,
when the cloud server returns the top-k documents based on their similarity to the query some of the real
top-k relevant documents may be excluded.

This issue occurs in Cao’s'®) work when dummy keywords are inserted into each document vectors. conversely,
to boost the privacy level, LRSE does not insert dummy keywords, instead we employ multiple ciphertexts to
represents each keyword (based on their frequency) and for this reason (not adding noise to the document
vectors) we expect to see higher level of result accuracy in LRSE. To evaluate the accuracy of the LRSE results
we define the result accuracy Ry = [[(K’ N K)||/||K|| where K and K’ are sets of expected result documents
and documents retrieved by cloud server using LRSE. Additionally, ||A]| determines the number of elements
in set A. Figure 4 and Figure 5 demonstrate our results.

Recall that the “portion” determines percentage of each keyword ciphertext that will be employed in query
encryption process (see Section 4.1). Figure 4 shows the effect of portion on result accuracy over 5000 queries.
As the diagram shows LRSE achieves more than 91% result accuracy even when only 10% of the available
ciphertexts are employed. Note that in our calculation in Section 5.2 we assumed 40% of the ciphertexts are
employed and setting the portion to 10% increases the number of possible permutations and it becomes harder
for the cloud server to analyze the access pattern. Moreover, increasing the portion from 10% to 20% raises
the result accuracy around 5% and it gets to 95% which seems to be a reasonable trade-off to gain more result
accuracy.

Figure 5 demonstrates the effect of top-k on the result accuracy. As the figure shows LRSE achieves to more than
98% result accuracy for top-3 documents. Top-10 or top-15 seems to be a reasonable top-k in our simulation
since we have 203 books in our dataset. Even if we consider top-20 (which is 10% of our repository), we have
more than 97% result accuracy. In comparison to MRSE (Cao’s work), LRSE achieves a higher precision in
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results. In MRSE standard deviation (o) plays an important role which can effect the result accuracy. The
bigger the o is, the less result accuracy we have and it becomes more difficult for the cloud server to obtain
information about the user data. Although the o is not a parameter to be set up in LRSE, we calculate the
standard deviation of the document vectors after applying LRSE. The average of o for document vectors in
IRSE is 1.34 with minimum of 0.97. Compared to MRSE (when the ¢ is 1) LRSE is 7% more accurate than
MRSE, and this difference becomes more if the average of LRSE’s o~ decreases to 1.

In both LRSE and MRSE as the top-k increases, the result accuracy decreases. In MRSE, this is because of
the dummy keywords which can effect the similarity scores (dummy keywords may reduce some document
scores which are in the real top-k results or increase the score of some documents out of the real top-k results).
In LRSE, with increasing top-k, documents with less relevance to the query are placed in the result set. The
frequency of the queried keywords in some documents is insufficient to cover all of the available ciphertexts for
the corresponding keyword. Thus when the query asks for the missed ciphertext versions, those documents
do not get into the resultant set even when they contain the required keywords. In Section 5.3 we propose to
inject the missed ciphertext versions to prevent this problem. However, the results show that LRSE loses less
than 1% accuracy from top-3 to top-30, which is tolerable. More importantly, this happens to less relevant
documents to the query.

6.2 Document Vectors

6.2.1  Entropy of Document Vectors

We employed Shanon entropy to calculate entropy of the original and LRSE document vectors: H(V) =
— 2, pilog, pi, where V is the document vector, n is the number of keywords, and p; is probability of key-
word i.

To calculate LRSE entropy progress, we define a measure as entropy improvement Hiy,, = (H(Viij)—H(V,))/H(Vyi),
where H(V};) is the entropy of the document i vector in LRSE and H(V,;) is the entropy of the original document
vector of the same document.

In Section 5.1 we proved that the entropy of document vectors which are generated by LRSE are greater than
or equal to the entropy of original vectors.The simulation results emphasizes our theorem and shows at least a
25% entropy improvement in all of the documents and in some documents around 90%. Figure 6 demonstrates
the first 20 documents entropy improvement.

Note that, some documents such as “Documenté” in Figure 6 may possess a high frequency of some keywords
because specifically discuss a special topic. For example, legal terminologies are used heavily in the congress
documents which increases their frequencies and drastically reduces the entropy of the document vectors
and threatens owner/user privacy. In LRSE, we break down these high frequency occurrences to a couple of
frequencies in the average frequency range (see Section 4.1). For example, assume the frequency of keyword w;
in document D; is 72 and the threshold is 7 = 25, thus ¢; = [%1 = 3. Hence, LRSE divides the w; frequency to
3 smaller parts (say 22,24,26) which are close to the frequency average (25), and then generates 3 ciphertexts
using the chaining notion for each part. Because of this LRSE feature, our observation and result simulation
show a 90% entropy improvement in some of the documents.

6.2.2  Standard Deviation of Document Vectors

A low standard deviation (o) represents that most of the keyword frequencies are very close to the average
and consequently to each other. Note that, the keywords can be deduced or identified in a strong attack model
that the cloud server is equipped with more knowledge such as the term frequency statistics of the document
collection [*®), For example, the frequency of economic terminologies is much higher than the other keywords
in a budget document. Thus, the more keyword frequencies become closer to each other the more difficult
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Figure 6. Entropy improvement of the first 20 documents. Figure 7. Standard deviation deduction in the first 20 docu-
ments.

identifying the keywords becomes.

Figure 7 demonstrates the standard deviation reduction of first 20 documents which are calculated by compar-
ing the standard deviation of the original document vector and the corresponding vector in LRSE. The results
show at least a 80%, o reduction in each document. This means the frequency of the keywords are at least
80% closer to each other which preserve the data privacy against privacy attacks such as frequency statistical
analysis mentioned above.

6.3 Query Vectors

Although documents’ vectors are constant and barely change, the query vectors are prone to change as the user
intentions and demands change. In other words, the number of queries increases over time, more information
such as access pattern will be revealed to the cloud. For this reason, we dedicate the third part of our analysis
to query vectors. The result analyses shows that LRSE protects the access pattern and privacy of the queries
even when the number of queries grows.

6.3.1  Euclidean Distance from Ideal Vector

To preserve the access pattern, the ideal is the cloud server sees all of the queried keywords with the same
frequency. In other words, after receiving m search requests the normalized vector of queries on n keywords
is: (£,1.1), which means that to predict the next queried keywords or discovering the underlying plain
keywords, the cloud server has no more chance than flipping a coin, which is the best case scenario.

We apply Euclidean distance measure to determine the distance between the ideal vector and the original/LRSE
query vector. The less the Euclidean distance is, the closer we are to the ideal vector, and the more private is
the data. To calculate the query vector, we processed the frequency of each queried keyword after every 3000
queries (for both original and LRSE queries). We then calculate its Euclidean distance from the ideal vector.

Figure 8 demonstrates the Euclidean distance improvement. The results show that the query frequency vector
is at least 67% closer to the ideal vector after 30000 search requests submitted. Note that this is the minimum
improvement due to using uniform distribution. We randomly select some keywords to create the queries.
However in the real world users keep asking for documents in their field of expertise or their interests which
makes the original frequency vector farther away from the ideal vector.

6.3.2  Standard Deviation of Query Vectors

In Section 6.2.2 we explained the importance of having low standard deviation(o-) and analyzed the o of LRSE
document vectors. In this section we study the o~ reduction of the query vectors. Unlike the documents, the
number of the queries and consequently query vectors increases during the time and for this reason we show
the o reduction over time. We employed the same methodology in Section 6.2.2 to evaluate the standard
deviation reduction.
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Figure 8. Euclidean distance improvement over 30000 queries. Figure 9. Standard deviation improvement of the queries over
30000 queries.

Figure 9 demonstrates that LRSE reduces the standard deviation 25-30%. In other words, identifying the key-
words are 30% more difficult using LRSE. Moreover the reduction amount stays in the same range (25%-30%)
as the number of queries increases which shows the stability of LRSE.

7 RELATED WORK

The symmetric searchable encryption (SSE) introduced by Song et al.!'}, where each word is encrypted under
a particular two-layered encryption. Afterward, Goh['*] improved the search request time using Bloom filters.
Chang et al.*! and Curtmola et al.*! then enhanced the security definitions, constructions and proposes some
improvements. However, traditional symmetric encryption schemes only supports exact keyword search and
cannot endure any kind of format inconsistency or minor imperfections. To address this issue, Li et al.?”)
propose a method in which returned documents are designated according to the predefined keywords or the
closest possible matching documents, based on keyword similarity semantics. Kuzu et al.[*®! also tackle this
challenge and propose a method with more efficiency and less overhead.

All these approaches support only Boolean search. Thus, finding the most relevant documents for the data
user’s multi-keyword search request is a crucial challenge. To resolve this challenge, Cao et al.*! introduce
a method that allows data users to apply a multi-keyword search request on the encrypted files with ranking
capability. Cao et al.!! chose the similarity measure of “coordinate matching’, that is, as many matches as
possible. And to capture the relevance of outsourced documents to the query keywords, the “inner product
similarity” is employed. Later, Fu et al. ['°! propose a model that makes the query results more personalized for
each user based on their search history. Considering the user search history, they built a user interest model
for individual users with the help of the semantic ontology WordNet. Moreover, Yu et al.!'!] propose a user-
ranked multi-keyword method to prevent data privacy leaks in cloud-ranked methods. They employed the
vector space model and homomorphic encryption. The vector space model helps to provide sufficient search
accuracy, whereas the homomorphic encryption enables users to get involved in the ranking procedure, while
the remaining computing work is done on the server side. In a recent work, Guo et al.['8! propose a multi-
keyword SSE approach which support multi data owners, and to tackle the key management challenges they
exploit a trusted proxy.

However, these schemes function based on the symmetric key encryption, where the same key is employed to
encrypt and decrypt the data. Another approach is to use public key encryption. Boneh et al. ! defined the
concept of the “public key encryption with keyword search’, and later, several methods [*>°-3?] were introduced
to improve the efficiency and system cost of the public-key searchable encryption schemes. Basically, these
methods exercise one key for encryption and another key for decryption. Thus, data users who own the
private key are able to search the outsourced data encrypted by the public key.
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Nevertheless, all these methods suffer from private information leakage such as access pattern, search pattern,
and co-occurrence information leakage. Cao et al. ! believe that, to solve this problem, we must “touch” the
whole outsourced dataset, which ends in losing the efficiency so other investigators chose not to impede these
leaks which kept them out of the designed goals.

8 CONCLUSIONS

The problem of leakless preserving privacy multi-keyword ranked search in SSE schemes, addressed here. We
built a private model to prevent two kinds of leakage: search pattern and co-occurrence private information
leakage. We employed the asymmetric inner-product to calculate the relevance score of each document with
respect to the query. We also introduced our chaining encryption notion to generate multiple ciphertexts
for the same keyword. All this leads to more uncertainty and a uniform probability model for the keywords
distribution. Furthermore, with our chaining encryption notion, the data user is able to randomly choose a
portion of the ciphertexts for each keyword. Thus even if consecutive queries share some keywords, the cloud
is not able to find a pattern between the queries due to using different versions of ciphertexts in each query.
Moreover, co-occurring terms appear with different ciphertexts in the encrypted documents, and so, finding
the co-occurring terms becomes significantly more difficult for the cloud. Next, to tackle the challenge of
leakless multi-keyword ranked search, we propose the LRSE scheme and define the privacy requirements. In
addition, we explain each level of the LRSE scheme in details and describe the required algorithms.

Furthermore, we performed the security and privacy analysis to show the efficiency of our proposed approach.
We proved the the novel chaining notion and consequently LRSE is secure and compared complexity of our
proposed scheme with related work in various criteria such as server computation, communication, etc. Look-
ing to the future, we will modify LRSE to prevent access pattern attack.
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