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Abstract
Human-like decision-making plays a pivotal role in enhancing the human-likeness of autonomous vehicles and en-
suring seamless blending into human-driven vehicles-dominated traffic. Due to the ability to capture the interaction
between drivers, it has great potential to apply game theory in the development of human-like decision-making al-
gorithms. However, there are few reviews that systematically focused on the human-like decision-making strategy
based on game theory. To this end, this paper is targeted to present a comprehensive and up-to-date summary of
game theoretic human-like decision-making methods for autonomous vehicles in mixed-autonomy traffic by review-
ing cutting-edge research conducted for various scenarios. The questions discussed in this article include: (1) What
are the implications of social interactions for human-like decision-making development; and (2) How to establish the
human-like decision-making algorithm with game theory, satisfying personalized requirements and coping with the
uncertainty and randomness of complex traffic environment. To provide sound answers, the pivotal factors influencing
decision performance are concluded based on the existing social interaction research and human-like decision meth-
ods. Through a comprehensive analysis, the development framework of the human-like game theoretic algorithm is
proposed. Finally, the critical academic issues are concluded for indicating the future research directions.

Keywords: Mixed autonomy, social interaction, game theoretic scheme, human-like decision-making, socially com-
patible
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1. INTRODUCTION
Statistics about traffic safety have indicated that 94% of crashes are provoked by human errors, for exam-
ple, inattention, distractions, and decision errors [1]. With the rapid development of vehicle automation, au-
tonomous vehicles (AVs) have shown great promise to eliminate human error-induced accidents due to ac-
curate and timely execution, further improving traffic safety [2]. However, before fully automated driving
becomes widespread, AVs will blend into roads populated with human-driven vehicles (HDVs) in the near
future which results in a mixed-autonomy traffic context. Similar to HDV-HDV social interaction, AVs will
interact with surrounding vehicles (SVs), either AVs or HDVs, forming different configurations. AV-HDV
interaction is more complex owing to human uncertainty. Also, driven by the personalized needs of passen-
gers, human-like decision-making considering social interaction is proposed to enable AVs to make more
informed and human-like decisions. However, humans, vehicles, and traffic environments are closely inter-
twined in reality which makes social interaction exhibit dynamicity and continuity, uncertainty and variability,
interdependence and mutual influence. Thus, qualitatively understanding the social interaction mechanism
and evolution law contributes to developing high-fidelity interactive models and making human-like deci-
sions. Based on the interaction mechanism, how to develop a human-like decision-making algorithm is the
core problem discussed in this paper. Human-like decision-making algorithms are supposed to be equipped
with at least one of the following characteristics: (1) scene adaptation; (2) personalized adjustment; (3) decision
interpretability; and (4) reasoning and learning abilities [2]. Additionally, the close linkage nature increases the
computational complexity, which poses a new challenge to the real-time performance of the decision-making
algorithm. Achieving real-time receding horizon optimization and adjustment is pivotal to ensuring safe driv-
ing.

Game theory, possessing an inherent ability to analyze decision dependence among entities, has exhibited a su-
perior understanding of complex interactive decisions and uncertain behaviors. Motivated by this, it has been
widely introduced into the transportation field to tackle conflict or coordination problems [3,4]. Article [5] re-
viewed the use of game theory for autonomous system decisions from a risk perspective, but lacked a specific
approach to self-driving vehicles. In contrast, reviews [6,7] concluded applications of game theory in trans-
portation for security assessment and traffic congestion resolution, respectively. In recent years, game theory
has been adopted to develop AVs’ decision-making algorithms, aiming to mimic the dynamic and interactive
decision-making process of human drivers. In this sense, game theoretic decisionmethods hold significant po-
tential for augmenting the social decision-making prowess of AVs, and further facilitating a seamless blending
of AVs into theHDV-populated traffic. It should be noted that the interactive vehicles are referred to as “agents”
or “players” in the game theoretic framework, which is applicable in this paper. Di and Shi [8] overviewed the
effective control models from artificial intelligence in the domain of transportation engineering in the era
of mixed autonomy, but did not give a systematic discussion of game-based control. The ref. [9] reviews the
game theory-basedmethods for modeling driver behavior, but focuses only on the lane-changing (LC) process
and does not investigate the decision-making methods in more complex scenarios, such as roundabouts and
unsignalized intersections. The ref. [10] reviewed the game theoretic models for explaining road user behavior,
but neglected the influence of heterogeneous factors, such as gender, age and experience, on different driving
behaviors. However, the application of the models in multi-vehicles and their scalability in other scenarios are
limited. While they address the issues outlined in the abstract, they fail to account for the dynamics and uncer-
tainty of interactions. Moreover, real-time solutions are not discussed. In practice, AVs are expected to make
distinguished behavior responses to HDVs with diverse driving characteristics. The fast and accurate recog-
nition of the driving characteristics of the interactive objects is also a significant component of human-like
decision-making strategies.

In conclusion, given the complexity of AV-HDV interaction, it is expected that AVs will be equipped with well-
designed human-like decision-making strategies with adaptation and learning capabilities. Hence, this paper
reviews and analyzes the latest research in the field of game theoretic decision-making of AVs. Particularly, we
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Figure 1. Paper framework.

explore game theory-based human-like methods considering the dynamic and uncertain interaction among
on-road vehicles including AVs and/or HDVs. The human-like decision strategy could be broken down into
two main components: social interaction understanding and game theoretic interaction modeling. These
components give rise to two critical questions: The first is what the implications of social interactions are for
the development of human-like decision-making. The second concerns how to establish a human-like decision-
making algorithmwith game theory, satisfying personalized requirements and coping with the uncertainty and
randomness of complex traffic environments. The contributions of this paper lie in twofold: (1) With a view
to AV-HV interaction in mixed-autonomy traffic, we comprehensively review the game theoretic human-like
decision-making methods, presenting the results of this review and future research directions; and (2) The
influencing factors considered in game theoretic decision-making methods are summarized systematically.
To provide more reasoned answers to these questions, we review the status quo of related studies according
to the logic structure shown in Figure 1. Firstly, we investigate the existing definitions of social interaction
and explore its intrinsic properties in section 2. Building upon these attributions, pivotal factors affecting
the human-like performance of the AV decision-making algorithm are analyzed and summarized in section
3. Then, starting with the definition of deterministic environment, section 4 discusses the game theoretic
decision-making algorithms in deterministic environments including the existing design methods of utility
function. The overview of game theoretic decision frameworks in deterministic environments provides fun-
damental knowledge for the development of more complex interactive decision strategies. section 5 covers
state-of-the-art dynamic game theoretic techniques used for dynamic interaction modeling and the integrated
methods of decision making and control considering time-varying characteristics in dynamic interaction sce-
narios. In section 6, we review human-like decision-making and control methods with adaptation, such as
those employing Markov or level-k games and reinforcement learning (RL), along with estimation methods of
incomplete information such as driving style, driving intentions, and social factors. Finally, in section 7, we
conclude by summarizing the challenges and insights from existing human-like game theoretic decision and
control methods, and suggest future research directions.

2. DEFINITION AND ATTRIBUTES OF SOCIAL INTERACTION IN ROAD TRAFFIC
Human driving behaviors generally involve both social interactions among drivers and their physical inter-
actions with the driving environment [11]. Rational human drivers can make socially compatible decisions
in dynamically complex scenes by performing efficient negotiation with their neighbors using non-linguistic
communications such as gesture language (e.g., waving hands to the other car to give way), deictics (e.g., using
turn signals to indicate intentions), and motion cues (e.g., accelerating/decelerating/turning) [12]. Due to the
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Figure 2. Illustration of Interaction attribute-oriented game theoretic decision-making process.

uncertainties and continuous closed-loop feedback among human drivers, social interactions are more intri-
cate to quantify than physical interactions. Markkula et al. pointed out that the conceptual understanding
of social interaction would facilitate the development of accurate theoretical models, high-fidelity simulation
tools, and stringent technical requirements for vehicle automation [13]. Thus, a review of mainstream defini-
tions of social interaction is undertaken first.

2.1 Definition and attribution of social interaction
The research about interaction covers multiple academic disciplines, each with varying definitions. In the
fields of artificial intelligence and robotics, the study of interactions in transportation has attracted significant
academic attention and effort. Review [13] provided a general understanding and interpretation of road traffic
interaction in a cross-theoretical sense, which emphasized the interactive objectives, condition of interaction
occurrence and the reciprocality of coordination, but at a loss to reveal the underlying dynamic process of
road traffic interaction. Many scholars hold that road traffic interactions share fundamental features similar to
human interactions, such as coordination, collaboration, competition, negotiation, [10,14,15] and communica-
tion [16]. Inspired by this, three fundamental characteristics of social interaction, i.e., dynamics, measurement,
and decision, were excavated [11]. Revolving around these interaction attributes, we illustrate the two-agent in-
teraction process from the perspective of game theory in Figure 2, with reference to the closed-loop formalism
of interaction [11]. Each attribute provides irreplaceably constructive guidance for mimicking real-world social
interaction with high fidelity.

Dynamics: As shown in Figure 2, every road user continuously adjusts their actions based on social percep-
tion of neighbors’ current and future reactions and then conveys their state in a recognizable manner. The
mutual dependence during interactions forms a continuous closed-loop feedback system, where each road
user contributes to and is affected by the aggregated dynamics of the traffic system. Furthermore, each road
user could be treated as a closed-loop feedback optimizer, where each alternative action would facilitate a
corresponding update in the motion state, resulting in a specific reward or cost that further guides strategy
selection. The review [11] argues that comprehending the principles and mechanisms of the dynamic inter-
action among human drivers in complex traffic scenarios would allow (1) generating various social driving
behaviors that leverage beliefs and expectations about others’ actions or reactions [17]; (2) predicting the future
states of the aggregated system involving moving obstacles is essential to enhance safety by detecting potential
collisions [18]; and (3) devising realistic driving simulators and virtual testing platforms [19,20]. In conclusion,
understanding and modeling dynamic social interactions in mixed-traffic environments are pivotal for pre-
dicting scene dynamics and ensuring safe AV behavior decisions [21]. Moreover, it is widely acknowledged that
model-based methods outperform implicit modeling approaches, such as learning-based algorithms, in terms
of interpretability. Consequently, the main challenge in human-like decision algorithms is how to explicitly
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model the dynamic interaction between multi-vehicles while fully considering the evolution of dynamics over
a temporal horizon.

Measurement: Interaction uncertainty is a critical factor influencing the safety and human-like performance
of autonomous driving. Motivated by internal social driving characteristics, road users may respond with
various reactions and actions through both explicit and implicit communication. Due to the bidirectional
nature of information exchange, the road user not only acts as a deliver, but also as a receiver, which requires
the information to be recognizable and measurable. Quantitative evaluation of social driving characteristics
helps mitigate the impact of interaction uncertainty and address the “incompleteness” of game information.

Decision: Based on dynamics and measurements, road users are regarded as rational agents who make deci-
sions by maximizing/minimizing their utility/cost. What needs to be considered is how to incorporate infor-
mation such as physical interactions, social interactions and driving characteristics into computational models
while ensuring their fidelity. Additionally, the decision-making algorithms should maintain manageable com-
putational complexity when applied to multi-vehicle interaction problems.

2.2 Summary
In conclusion, a unified definition of social interaction in road traffic has been presented by Wang [11], which
provides a computational framework that connects the fields of psychology and robotics. In terms of commu-
nication among human drivers, implicit signals such as vehicle kinematics are widely accepted, pervasive, com-
mon, and reliable communication methods; their critical roles cannot be ignored [22]. Although researchers
have made initial attempts to influence HDVs by manipulating implicit signals, such as vehicle deceleration
rate and a lateral move [23,24], these efforts are insufficient to ensure safe and efficient communication. These
communication methods lack relevant theoretical support to demonstrate the accurate and effective delivery
of communication information.

3. OVERVIEWOF PIVOTAL FACTORS IN GAME THEORETIC DECISION-MAKING AND CONTROL
ALGORITHMS
TherealmofAVdecision-making strategies based on game theory haswitnessed extensive exploration, ranging
from the discrete decision procedure modeling methods during the interaction only by game theory to the
integrated decision-making and control strategies by combining other control theories and learning methods.
We collect the latest research progress and systematically summarize the key factors affecting the human-like
performance of the game theoretic decision-making system of AVs in Table 1. The factors are divided into
three broad categories: interaction-related, game theory-related and control-related.

In reality, human drivers mostly react to the physical environment without interacting with the other road
users in most driving cases. Generally speaking, the interactions occur in scenes without explicit traffic lights
for guiding, such as unprotected left turns, ramp merging, passing through roundabouts, and lane changing
(LC) in a multilane highway or urban environment. Road users need to negotiate among themselves to deter-
mine the right-of-way, which is a challenge for AVs due to the partially observable environmental states. Also,
there are various uncertainties in the interactive environment that can exert influences on driving behaviors,
includingmultifarious road types, unpredictable speed and direction of HDVs, unknown intentions and dispo-
sitions of the interactive agents and uncertain perception [19]. The interactive environments with uncertainty
could be called stochastic environments.

Among all kinds of uncertainties, the social driving characteristics of other agents directly influence the co-
operativeness of HDVs. The ref. [25] pointed out that individual social driving features could be sorted into
long-term style features and short-term interactive characteristics. Personal traits and behavioral styles are pre-
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Table 1. Pivotal factors in game theoretic decision-making and control algorithms

Interaction-related factors

Algorithm function Interactive scene Uncertainty Environment Social driving feature

Model discrete decision Left turn in uncontrolled intersection Road types
Determined

Intention
Process during interaction Merging on highway on-ramps Speed and direction

Driving style
Mimic entire decision and LC in highway or urban environment Intention

Stochastic
control of interaction Passing through roundabout Perception Sociality

Game theory-related factors Control-related

Interaction Role assignment Reward Incomplete information Adaptation Factors

Two-agent
Rational follower

One-step Irrational agent
Asynchronous

One-step
Multi-agent Cumulative Social driving feature Receding-
One-shot

Mutual-dependence actor
Rule-based formulation Reward of HDVs

Synchronous
Horizon

Multi-move Demonstration learning Partially available states Uncertainty

dominant in the former’s formation while the latter is influenced by the interactive environment and driving
behaviors of other agents. The long-term style of drivers can be characterized by driving style on a behavioral
level [26–28] or captured by social value orientation (SVO) from the view of sociality [17,29]. As for the short-term
interactive features, certain characteristic variables (e.g., reference acceleration [30], impact intensity related to
acceleration, and kinematic indicators related to acceleration and speed) are usually presented to reflect the
real-time traits of other agents [31]. Evaluating the social driving characteristics of other agents quantitatively
helps AVs augment the interaction understanding abilities and enhance the social decision-making prowess
of AVs [32].

Through a comprehensive literature analysis, the development process of game theoretic decision-making
methods is illustrated in Figure 3. The horizontal axis represents the randomness of the interactive environ-
ment while the vertical one indicates the number of interactive agents. The evolution of game theoretic models
is fundamentally driven by control theory and learning methods, based on which the development process is
roughly divided into three stages as represented by the differently colored areas in Figure 3. In the first stage,
researchers focus on high-fidelity decision-making modeling by exploring various types of game theory and
integrating social driving characteristics into computational models. Usually, the following assumptions are
made: for example, the interactive environment is treated as deterministic; (2) the interaction takes place only
once; (3) the game played by AVs and HDVs has complete information. As research progresses, more real-
istic factors are considered. To address the computational complexity problem arising from the multi-agent
coupling relationships, real-time methods for solving combinatorial optimization problems have also been in-
vestigated. Considering the dynamics of social interaction and time-varying control, a multi-move dynamic
game scheme is presented by combining control theories to enable AVs tomake decisions based on predictions
of SVs’ motion. Furthermore, to handle the incomplete information induced by uncertain driving intentions,
social driving characteristics are quantitatively assessed based on the observed trajectories. Driven by the rise
of artificial intelligence, learning methods are incorporated into the game theoretic scheme, equipping AVs
with the ability to learn from interactions and further enhancing the adaptability of the autonomous decision-
making system.

4. GAME THEORY-BASED DECISION-MAKING STRATEGY IN DETERMINISTIC ENVIRONMENT

In mixed-autonomy traffic, if AVs are driving in certain scenarios such as in a vehicle platoon or in a closed
environment, a deterministic environment is usually assumed. Also, the common scenarios in reality, namely
highways or urban streets, become deterministic under the assumption that the stochasticity of human driving
behavior is ignored and all states of HDVs are fully observable. Therefore, without considering randomness
and uncertainty, early research primarily focuses on constructing game theoretic decision-making frameworks,
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Figure 3. Development process of game theoretic decision-making and control methods driven by influencing factors.

particularly the selection of game-theory types based on a different understanding of interactive agents’ impact
and the design of utility functions that account for human driving behavior. Additionally, under a deterministic
environment, vehicle states are updated according to a deterministic kinematic state-space model, which is in
charge of calculating the change of positions, velocities, and accelerations. Considering the complexity of the
vehicle dynamics model, the point-mass (which treats a car as a particle) and bicycle or front wheel steering
(which treats a car as a 2D) models are commonly used [33].

Essentially, the driving behavior decision of human drivers is a game theoretical problem where drivers make
real-time decisions by considering the effects of mutual interaction [34]. Game theory has been a mature field
for modeling strategic interactions of rational players and can offer versatile and adaptive solutions for interac-
tive decision problems in various scenarios without relying on specific data distributions [21,35]. The game the-
oretic decision-making methods establish the mapping relationship from the driving environment to driving
behavior. Human driving behaviors or actions are theoretically the optimal or approximate optimal solution
that maximizes certain rewards/utility related to the driving environment [36]. Toward this point, researchers
formulate the social interactions as optimization problems by integrating the vehicle states-related information
into the reward/cost function, where the game equilibrium is exactly the optimal outcome [37].

4.1 One-shot games in determined environment
Themost commonly encountered interactive scenarios in our daily traffic are car-following, merge-in/out, and
lane change in urban environments and highways, which is assumed as determined in the early studies. With-
out considering interaction uncertainty, researchers focus on modeling the decision-making process during
the one-stage interaction by one-shot games. Without loss of generality, the one-stage interaction could be re-
garded as one turn of the dynamic interaction. Studying the behavioral decision during one-stage interaction
helps to facilitate a deeper exploration of the dynamic interaction process imitation. Additionally, either simul-
taneous one-shot games or multi-move games could be viewed as a combination of one-shot games. Therefore,
the typical one-shot game-based methods (e.g., Stackelberg game and simultaneous game) are discussed here-
inafter, followed by the approaches of game reward/utility function construction.

For the case that an AV interacts with only one HDV in a determined environment, game theoretic mod-
els are developed based on a one-shot game to delineate the strategic actions of both vehicles at a single
step. For instance, driver behavior of merging [38,39], LC [23,40–47] and unprotected left-turning [48] is mod-
eled as either a two-person non-zero-sum non-cooperative game [49,50], a normal-form game [28], a Stackelberg
game [23,26,38,39,43–47] or a simultaneous game [27,32,40] depending on the role assignment of the other agent and
game equilibrium. The outcome of simultaneous games can be a pure or mixed-strategy Nash equilibrium, de-
rived from the utility functionmaximization/minimization. The optimization problem built based on one-shot
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games with two agents could be solved using the off-the-shelf dynamic and linear programming algorithms. If
the mixed-traffic environment is assumed to be deterministic and multiple vehicles interact with each other in
a game theoretic framework, a simultaneous one-shot game or a differential game would be modeled between
one AV and multiple HDVs.

In games, how the ego AV accounts for the influence of interactive HDVs would impact the decision-making
capability of game theoretic models. The role of other agents could be categorized as moving obstacles, rational
followers, or mutual-influence actors, each of which follows a progressive logic. The interaction with moving
obstacles is one-way, where obstacles are deemed to be unaffected by AVs. In the ref. [39], vehicles on the main
road were assumed to move along the current lane at a constant speed. The trajectories of interactive vehicles
predicted on this assumption were fed into the planning level. This simplification works in a one-shot game
due to longer reaction time of HDVs. However, human driver heterogeneous characteristics may give rise to
conservative action of AVs or even risky situations in reality. To avoid this, the roles of rational followers and
further mutual-dependency actors are assigned to HDVs, facilitating Stackelberg game theoretic methods and
simultaneous game theoretic methods, respectively, as detailed below.

4.1.1 Stackelberg game theoretic decision-making
In Stackelberg games, HDVs are regarded as rational followers who would respond rather than influence the
leader AV. The leader-follower relationship entails a bi-level optimization where a lower-level optimization is
contained in an optimization for the leader’s objective on the higher level. Yoo and Langari [38,39] presented an
interaction model between vehicles during LC and lane merging based on a Stackelberg game, where the ego
AV was assumed to know the cost function of the competing vehicle beforehand. Based on the same assump-
tion, Hang [26] modeled the lane-change decision-making procedure using a Stackelberg game, considering
two-agent interaction. The upper layer was to optimize the follower’s behavior decision grounded on predic-
tions about the follower’s strategy while the lower layer optimized the decision-making process of the follower
given the leader’s choice.

To address the challenge in modeling a large amount of HDVs simultaneously, Liu and Tomizuka [51,52] com-
bined multiple HDVs as one effective agent and assumed a sequential game in which HDVs led and the AV
played reactive strategies. By mapping a baseline control law to a set of safe controls, an online algorithm
was developed for the AV controller to incorporate human intentions as safety constraints. Coskun and
Zhang [41,43,46] exploited a sequence of one-shot Stackelberg games to deal with multi-vehicle interaction in
the HDV-dominated mixed-traffic environment. The goal was to train autonomous driving with human-like
performance in gap acceptance and lane change. We noticed that the ego AV was regarded as the leader in the
above works while the leader-follower role was determined based on the right-of-way in [19]. There is no doubt
that the role allocation of leader and follower deserves more discussion due to its importance in applications.
One effective method is to directly assign the leader role to the ego AV [23,26,39,46,47], which is valid because the
AV deserves to be endowed with the advantage of active pursuit as the initiator of the LC interaction. Also for
the LC scenarios, the pairwise leader-follower relationships were dealt with as a priori uncertain and modeled
as latent variables, which were estimated online predicated on observed trajectories [53]. Another alternative
logic to determine the sequence order is based on traffic rules. For instance, Li et al. applied the “right-of-way”
rules to artificially formulate role assignment rules at uncontrolled intersections [19]. So far, a unified method
for leader-follower role allocation has not been proposed for various interactive scenarios. Besides, a rational
follower could only derive the best response to the leader passively instead of actively exerting influence on
it [54,55], which might cause an inevitable shortcoming that dynamic mutual influences between the AVs and
HDVs are neglected.
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4.1.2 Simultaneous game theoretic decision-making
To consider the coupling influence among agents, simultaneous games are used to capture their dependence [27,32,40],
where every agent makes decisions simultaneously without knowing the others. Usually, a two-agent interac-
tion problem is modeled as a coupling optimization problem [27]. Hang [27] adopted Nash game to handle the
non-cooperative decision-making problem in common LC scenarios by combining with the potential field
method to provide a collision-free reference path. Under the scheme of a simultaneous game, Nash equilib-
rium was derived for the pure strategy by solving the optimization problem. A deterministic strategy provides
a complete plan of how a player will take action in a game. However, a deterministic strategy is not always
feasible, consequently necessitating a probabilistic analysis of all the likely responses. If each player selects the
optimal strategy probability distribution given the fixed strategies of others, a mixed-strategy Nash equilibrium
would be computed as the game outcome [32,40]. Meanwhile, multi-vehicle decision-making is formulated as a
combinatorial optimization problem in the distributed or centralized form [56]. Under the distributed frame,
only the closest 𝑛 SVs in the neighborhood are considered. In the centralized formulation, the objective func-
tion is a weighted sumof the cost functions for every participant [11]. Directly solving the optimization problem
might lead to a trapped situation where all vehicles decide to slow down to yield. To solve this problem, Liu et
al. proposed a communication-enabled conflict resolution [57].

4.2 Utility function construction
The game theoretic models for interaction problems formulate various optimization problems, which require
specified objective functions (also known as utility/reward/payoff) to be optimized. The utility value represents
the outcome obtained by selecting a particular action. To guarantee the complete information of the game, the
assumption that the ego AV has access to others’ utility functions has beenmade [17,23,53,58–60]. Generally, utility
functions of AVs and HDVs are contrivedly designed to realize human-like driving performance according to
the prior domain knowledge of traffic regulation and driving tasks [26,27,61–63]. However, the interaction among
human drivers in natural traffic environments suffers not only physical (e.g., kinematics and geometry) but
also social (e.g., driving style, intention, and social preference) constraints. For example, driving safety can
always be guaranteed by a safe gap ideally. Nevertheless, it is difficult for the ego AV to perfectly predict the
actions of the interactive vehicles due to their uncertain driving intentions. As traffic psychologists held that
the social interaction of human drivers was characterized by the orientation of social habits and values, social
preferences and social interaction patterns [64,65], which could be collectively called social driving characteris-
tics [11]. These representation parameters could be parameterized and then embedded into the cost functions
of interactive agents involved in a game, which would help improve the adaptation of AV’s decision. Herein,
how social driving characteristics are considered in utility function design is primarily introduced, and how
to quantify them would be discussed later. The mainstream individual utility functions can be summed up as
three categories, as shown in Figure 4.

In LC environments, Hang [26,27] formulated the cost function of LC behavior as a linear weighted sum of tri-
partite costs on driving safety, ride comfort and travel efficiency. The cost of driving safety was calculated by
a function of gap and relative velocity, while the ride comfort and travel efficiency were evaluated by the jerk-
related expression and relative velocity, respectively. The HDVwas supposed to be an optimizer with the same
formulation principle for cost function as an AV, based on which the integrated decision-making and motion
planning framework was established as a two-level multi-objective optimization problem through Stackelberg
game and model predictive controller (MPC). Similarly, a multi-factor-enabled interactive decision-making
method was presented to align decision-making with human logic while ensuring driving safety [66]. Themulti-
ple complementary factors included driving performance requirements - such as safety, smoothness, comfort,
speed and available space - as well as diverse driving styles suitable for different driver groups. The driver’s
driving style was incorporated into the goal function by assigning different weights, although it was assumed
as a priori and fixed variable. In contrast, the aggressive level was deemed to follow the Gaussian distribution
and there was a one-to-one mapping between the driver’s aggressiveness and weight [23,67]. Through the cumu-
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Figure 4. Mainstream utility functions classification.

lative distribution function of aggressiveness, the safety and space payoffs were linearly combined as the total
optimization objective [23].

Due to the uniqueness of each driving task, additional considerations were represented in utility functions. As
for merging scenarios, Langari [39,41] considered the limitations of on-ramps’ length and driver’s visibility in
addition to the factors of speed advantage and unacceptable collision risk. Also, different drivers with varying
levels of sensibility were distinguished by introducing a parameter called “aggressiveness” into the utility func-
tions. With the utilities that originated from drivers’ intentions, a driver merging model was established that
can judge the merging instant and acceleration/deceleration according to the driver’s aggressiveness [39]. In
unsignalized intersections (e.g., four-way and roundabout), traffic rules were introduced to motivate vehicles
to drive into the right lane [19,20,68,69]. Driving styles were reflected by choosing distinct weighting coefficients.
Liu et al. formulated the reward function accounting for safety and the adherence to or violation of “soft”
traffic rules [28].

Similarly, payoffs developed in [28] consisted of safety utility and traffic rule-related rewards. But differently, the
parameters used to adjust the ego AV’s behaviors were designed to rely on the driving style of the counterpart
based on supervised learning mechanisms. Furthermore, the multi-vehicle interaction was modeled based on
a normal-form game, facilitating a clear representation of players’ strategy space and payoff. Coincidentally,
SVO can be learned from observed trajectories using inverse RL (IRL) [17,70]. As an effective tool to quantify
the social preferences of human drivers, SVO can assess how one driver weights its rewards against the rewards
of other agents [71]. Many researchers have adopted the SVO concept to conduct extensive investigations about
human-like decision-making of autonomous driving [17,72–74]. By introducing human-like elements into utility
functions, mainly indicated by intention, driving style and social preference, AVs are promised to generate
socially-compatible driving behaviors.

4.3 Summary
Naturally, game theory has exhibited great superiority inmodeling the interdependence of actions and some ex-
act real-time solutions exist for a limited number of problems. Research on game theoretic decision-making in
a deterministic environment emphasizes the construction of decision schemes with game theory. This mainly
involves game type selection considering the role of HDVs during the interaction process, as well as the num-
ber of interactive agents and the design of individual and total utility functions. Concretely, depending on
whether HDVs are followers or mutual influencing agents, either a sequential or simultaneous game is em-
ployed to model the interaction. Besides, a deterministic kinematic state-space model is specified to update
states, based on which the utility function is constructed focusing more on individual driving performance
than traffic performance. The effectiveness of the proposed methods in a deterministic environment has been
verified in simulations and hardware-in-loop experiments. However, game theoretic approaches in a deter-
ministic environment suffer from the following issues: (1) it is assumed that the AV can access the utility
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function that justifies other agents’ actions and that the players act rationally according to those contrived
goal functions. Nevertheless, the assumption is too ideal to come true in realistic traffic; (2) the numerical
computation complexity expands exponentially in the number of players and with the growing temporal hori-
zon; and (3) the HDVs’ behavior might be stochastic which makes the computations of solving for mixed or
behavioral strategies even more intractable. Consequently, to alleviate those issues, many papers in the field
of game theoretic autonomous driving try to simulate the dynamic interaction and handle the stochasticity of
human behavior in the development of decision-making algorithms.

5. HUMAN-LIKE DECISION-MAKING CONSIDERING DYNAMIC INTERACTION MODELING
Human drivers handle interactions not only considering immediate benefits related to driving performance
such as safety and comfort efficiency but also involving reasoning about future states. Moreover, Lee et al.
argued that the interaction among human drivers should gain an optimal accumulated utility over a short
future horizon [75]. As exhibited in Figure 2, the dynamics of interaction can be summed up in two aspects: (1)
themulti-turn closed-loop feature; and (2) dynamic evolution of each agent’s state over time. The evolution and
update of system states lead to the accumulation of each-step utility over the future horizon [19,53,68,69]. However,
the abovementioned one-shot games cannot model drivers’ dynamic driving actions; by contrast, multi-move
games considering the mutual dependence among interactive agents have exhibited great potential in dynamic
interaction modeling. Thus, most of the current works switch on multi-move games with cumulative utility
by translating interactive behavior into an iterative optimization problem [17,43,53]. Considering the dynamic
and uncertainty of the interaction process, as well as the potential reasoning of human drivers about future
risks and situation evolution, Liu [32] first modeled the future state extrapolation of environmental risks and
incorporated efficiency, safety, and stochastic disturbance benefits into the payoff function. If the game involves
multiple decisions where the order is important, it is dynamic. Furthermore, it becomes non-cooperative if
each player pursues their own utility partly conflicting with the utilities of others.

Another method capable of capturing dynamic mutual dependence is the hierarchical game theoretic plan-
ning where the AV’s planning and its predictions of HDVs’ behaviors are decoupled [76]. The higher strategic
planner level was featured by a long-horizon feedback Stackelberg game with simplified dynamics and full in-
formation structure. By successive application of dynamic programming, driving actions of interactive agents
were recursively solved. The optimal 𝑄-value was utilized to inform the tactical planner, who applied a short-
horizon “tactical” game with full dynamics and a simplified information structure. The trajectory of the AV
was output by iteratively solving a nested optimization problem, i.e., estimating the human’s best trajectory
response to each candidate plan in the short-term planning horizon.

5.1 Human likeness evaluation metrics
The review [2] suggested that human-like decision-making could empower automated systems to make correct
judgments and decisions in complex traffic scenes. Achieving human-like performance requires algorithms to
manage diverse uncertain factors in dynamic traffic environments, meet the demands of passengers and other
road users, and guarantee efficiency and safety. Therefore, the human similarity of decision-making algorithms
can be assessed from two perspectives: the algorithm’s principles and its driving performance. In terms of the
former, the human likeness evaluation methods include (1) a combination of deterministic and fuzzy logic; (2)
capability to unknown scenes; (3) consideration of randomness; (4) learning ability; and (5) interpretability.
Driving performance metrics, i.e., driving comfort, driving safety, similarity with human demonstration tra-
jectories, and characteristics relative to other traffic participants, are used to directly compare human driving
data with intelligent decision-making algorithms, demonstrating their similarity.
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Table 2. Typical human-like decision methods combining dynamic game and control

Ref. Scenes Game theory Control Contributions

[43,47] Mandatory Stackelberg
MPC

Development of game theoretic model predictive
Merging Game Controller with online aggressiveness estimation

[26,27] Lane change Stackelberg MPC with Integration of decision and motion
In highways Game Potential filed Planning considering social behaviors

[79] Uncontrolled Differential
LQ

Enable real-time decision in
Intersections Game Continuous action spaces

[19] Uncontrolled Leader-follower
RHC

Application to various interactions
Intersections Game With up to 10 vehicles

[77,83] Diverse multi- Potential
RHC

Computationally scalable and actual NE
Agent scenarios Game Approximation despite unknown others’ cost

5.2 Human-like decision-making methods considering time-varying controls
In general, the game theoretic models could accomplish an expected performance in similar scenarios with
elaborative parameter tuning, yet have low generalization capability in the unseen traffic scenarios. Therefore,
model predictive control (MPC) [26,27,42,53], receding horizon control (RHC) [19,20,77,78] and linear quadratic
(LQ) [79–81] techniques have been introduced to solve time-varying control problems. The main research and
their contributions are summarized in Table 2.

Real traffic environments are characterized by highly dynamic variations, meaning that actions computed at
the current time step may become obsolete by the next time step. In order to avoid this issue, the idea of
RHC [42], widely implemented in MPC theory, was borrowed into game theoretic decision-making methods.
Coskun et al. [41] developed a dynamic decision strategy combining Markov games with a receding horizon
approach to handle new information received as time progresses. The human-in-the-loop (HIL) experiment
results demonstrated that the proposed receding horizon Markov game could determine a safe gap in multi-
move traffic. Moreover, Li et al. [19,20,53,58,82] have carried out much research focused on interaction problems
in various unsignalized intersections by combining game theory with receding horizon optimal control. In
these works, the rewards were an accumulation of the one-step reward constructed in [61,62,68,69]. Particularly,
Tian et al. [20] presented a general interaction modeling method with level-k game and receding-horizon opti-
mization, which could be scalable in urban environments with many intersections and vehicles. To resolve the
computation challenges posed by large state space of urban traffic, an imitation learning (IL) algorithm was
used to obtain control policies.

In the integrated framework of decision-making and motion planning [26], MPC was used to predict the state
over the future horizon. Based on the idea of optimization, the decision-making and motion planning prob-
lem was transformed into a closed-loop iterative optimization process with multiple constraints by combining
Stackelberg game theory, potential field method and MPC. Since only current states were considered in the
game theoretic decision process, the multi-constraint interactive optimization could be iteratively solved with
an evolutionary algorithm in real time. To handle constraints in different lanes during instantaneous LC,
hybrid MPC was introduced into the development of behavioral decision methods [43,46,47]. The higher-level
controller evaluated the proper times to initiate/complete a lane-change maneuver by continuously playing a
Stackelberg game with surroundingHDVs. The four-stage hybridMPC in the lower controller was responsible
for prediction and update of HDV’s longitudinal position and lane decision. The pure equilibrium was readily
obtained by a sweeping search of all the solution candidates because of the small scale of the game.

5.3 Real-time solution for multi-vehicle dynamic interactive decision making
The game theoretic framework has been proven to provide an explainable explicit solution to model the dy-
namic interactions among human drivers. However, if the AV could predict the actions of HDVs in the entire
planning horizon, it would optimize its own objective function based on both current and future strategies
to bring about a continuous sequence of control strategies to implement. The same process holds for HDVs.
Due to dynamic coupling, it remains a challenge to satisfy the real-time constraint regarding computational
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Figure 5. The decision framework of global sorting and local gaming (GLOSO-LOGA) [86].

tractability although progress has been made with simplified system dynamics and information structures [76].

With such restrictions, most of the current game theoretic interactive decision-making and control methods
have difficulty in algorithm scalability, thus being trapped in two-vehicle settings and simulation tests or han-
dling multi-agent interaction pairwisely [17,43,55,70,84,85]. For instance, dynamic games with concurrent pairwise
leaders/followers were adopted to capture dynamic interaction among multiple agents at uncontrolled inter-
sections [19]. Each pair of lead-follower games formed a bi-level optimization problem, which could be com-
puted in real time by (1) reformulating it as a local single-level optimization problem [17,86]; (2) approximating
an optimal solution of the follower [54,87]; and (3) setting assumptions on the uniqueness of each optimizer
that maximizes rewards [19]. Simulation results indicated that the interactive model demonstrated reasonable
behavior and manageable computational complexity. As displayed in Figure 5, Li et al. proposed a global
sorting-local gaming framework to solve the complex multi-vehicle interactions with comprehensive consid-
eration of the advantages of multi-vehicle collaboration and single-vehicle intelligence approaches [86]. More-
over, an interaction disturbance function is used to quantify the impact of indirect interactions on ego vehicles.
Additionally, Schwarting et al. developed a game theoretic control policy for AVs by solving a locally equiva-
lent formulation [17]. The two-agent Stackelberg game created a constrained bi-level optimization, which was
then reformulated as a local single-level optimization problem using Karush-Kuhn-Tucker (KKT) stationarity
conditions, allowing the solving method to propagate the constraints. However, it may be desirable to have
back-and-forth tacit negotiation even if two agents interact, which removes the leader-follower dynamics and
entails a simultaneous game. Regarding the constrained multi-agent Nash equilibrium, Schwarting et al. refor-
mulated the multi-level optimization problem with KKT condition and applied existing nonlinear optimizer
to solve it, as shown in Figure 6 [17].

As pointed out in the ref. [78], a differential game arises when two interacting agents with conflicting goals solve
their own optimal control problems. The classical differential game basically concerns two agents and gets in-
tractable for an equilibrium of more than two agents. Sadigh [87] predigested the original two-agent differential
game to a Stackelberg game played at discretized time steps. This framework was extended to a multi-agent
Stackelberg game, but with assumptions that the ego AV only affected one HDV and the actions of other
HDVs were fixed [88]. In order to facilitate interactive decision-making in continuous action spaces, iterative
LQ technique was blended with differential games to compute a discrete-time linear dynamics approximation
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and quadratic cost approximation [79–81]. Fridovich [80,81] developed an efficient iterative LQ approximation
for nonlinear multi-agent general-sum differential games. Based on the feedback-loop LQ differential game, a
planning and decision-making framework was built for unprotected left-turning handling [79]. To enhance the
accuracy of the interaction model, real-world human behavior was extracted and evaluated from a naturalistic
driving dataset to help construct a more realistic behavior model.

Another special class of multi-player games, called potential games, has also been integrated with receding
horizon optimization to address decision-making [77,83]. Motivated by the need for real-time solutions, Liu et
al. performed an in-depth investigation on finite and continuous potential game frameworks and formulated
practical and reliable models with adaptation to specific traffic scenarios [83]. Additionally, a potential game
consisting of Predictor and Corrector was investigated [77], where the former was responsible for heuristically
predefining agents’ cost functions, and the latter handled action deviation measurement, feedback and cor-
rection. This framework successfully fulfilled the requirements of interpretability, computational scalability,
applicability to distinct scenarios, and human-like intelligence.

5.4 Summary
In this section, dynamic interaction modeling over the receding horizon is achieved by applying multi-move
game or potential game and control methods. To ensure tractable computation, researchers have put forth
several strategies to enhance game theoretic solutions. However, these solutions might be inaccurate in envi-
ronments with high clutter or uncertainty. Uncertainty seeps in from unpredictable behaviors in surrounding
traffic participants, as well as sensor noise and vehicle models [21]. In particular, the diversity and unpredictabil-
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ity of human driver behaviors present a major challenge for adapting decision-making algorithms [24].

6. GAME THEORETIC DECISION-MAKING AND CONTROL METHODS WITH ADAPTATION
To enhance human-like performance, AVs should be equipped with the capabilities to handle unseen scenar-
ios, adapt to various human drivers, and even manage potential accidents. However, game theoretic decision-
making methods that just consider the dynamics of social interaction may not address the uncertainties result-
ing from the actions of other drivers. Additionally, most game theoretic methods mentioned above assume a
complete-information framework, where (1) all HDVs are rational agents; and (2) each agent has full knowl-
edge of others’ information, such as states, intentions and utility/cost functions. However, this symmetric
information structure is too idealistic to be realized in practice, as it overlooks the uncertainties that naturally
exist in complex interactive environments.

The uncertainties influencing human drivers’ driving behaviors mainly include (1) multifarious road types [20];
(2) uncertain prediction caused by noisy sensor data and directly unmeasured intention of HDVs [89]; (3) inter-
action uncertainties due to varied cooperation intents and dispositions of other vehicles [58]; (4) unpredictable
of speed and direction of HDVs [30]; and (5) perception uncertainty [39,90]. Essentially speaking, the uncertainty
that has the greatest impact on social interaction ultimately stems from unknown driving/cooperation intent.
Without prior information about intentions, incomplete games are formulated. Most works deal with incom-
plete information by converting them to complete ones based on estimations of driving intentions or social
cooperation level of HDVs [23]. Another effective train of thought for uncertainty resolution is to combine
game theory with other learning methods, such as RL and Markov decision process (MDP). In the follow-
ing subsections, we will provide an in-depth discussion of methods integrating dynamic games and learning
techniques, and dynamic incomplete game theoretic methods considering the estimation of social driving
characteristics.

6.1 Game theoretic decision-making and control methods combining reinforcement learning
Thanks to the ability to handle uncertainties, RL has become a powerful tool to help AVs realize socially com-
patible autonomous driving. Details on the principle of RL control can be found in [11,91]. Herein, we focus on
the application of RL on game theoretic human-like decisions. In recent years, the application of AI technol-
ogy has allowed AVs to break through the assumption that interactive agents are “rational”. Algorithms such
as RL [92] and IL could be utilized to directly learn driving policies from driving datasets or environmental in-
teractions. Instead of treating every individual HDV as an intelligent agent, researchers regard all these HDVs
as part of the stochastic environment in the RL scheme, which produces two types of game formulations of
modeling interactions, i.e., synchronous Markov/stochastic scheme and asynchronous level-𝑘 scheme [11]. We
summarize a list of typical game theoretic decision-making methods combining RL in Table 3.

6.1.1 Integrated methods of Markov/stochastic game and RL
Markov models can represent uncertainty in a stochastic manner [89]. In mixed-autonomy traffic, the driving
strategy selection of an AV can be regarded as a sequence of decision-making processes in a fully or partially
observable random environment. MDPmakes an assumption that the state dynamics is fully observable to the
ego agent [97]. Zhang [47] made an assumption that the ego vehicle had access to the full information and sys-
tem state of other vehicles through vehicle-to-vehicle (V2V) communication. Based on this, a fuzzy Markov
chain was used to predict the future motion of SVs to deal with the uncertainties in their behavior. As demon-
strated in Figure 7, Li et al. combined MDP and matrix game with deep neural network (DNN) and a deep
maximum entropy-IRL to model the behavior of background vehicles for simulating the game and interaction
processes [95]. In the proposed scheme, a standard MDP with states of horizontal and vertical coordinates, ve-
locity and acceleration was used to describe the merging decision process. The comparative results denoted
that the data-driven method accurately reflected human driving behavior in real-world scenes.
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Table 3. Typical game theoretic decision-making methods combining RL

Ref.
Interactive Theories of

Uncertainty
Computational

Verification
scene game and RL complexity

[53] n , POMDP, Bayesian A priori uncertain Tractable Simulation,
Merging Inference, LFG, IL Driving intentions Computation NGSIM data

[93] 10, Matrix game Unknown cost A tailored Using real
LC BMPC Functions Numerical solver Traffic data

[24] n,multimodal, Bayesian game Incomplete Proportional HIL,
Merging Markov Information To n Turing tests

[94] 2,UI, Markov game Trains a Fastest
Simulation

Highway DQN, WolF-PHC Stochastic policy Convergence

[95] n MDP, matrix The impact of indirect
-

Simulation
Merging Game, DQN Interactions on ego vehicles NGSIM data

[96]
Complex Markov game, Infer SV’s Increase by Simulation,
Traffic Level-k reasoning, Decision-making 12.8% in Real-world
Scenarios TSA-DQN Ability Efficiency Hardware test

Note: n refers to multiple vehicles; LFG and UI indicate leader-follower game and unsignalized intersection, respectively.
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Figure 7. Data-driven game theoretic model framework with the integration of MDP, DQN, DNN, and IRL [95].

More realistically, human drivers can only observe a partial state of the traffic around them [51,52,63,98]. For
example, they can observe locations and orientations, and occasionally the velocity of other vehicles, but ac-
celeration remains unobservable. In addition, direct identification of other agents’ driving intentions is still a
challenge. As a result, the ego agent holds a belief state space over all alternative states in partially observable
Markov decision process (POMDP). A stochastic predictive control algorithm for POMDP with time-joint
chance constraints was proposed for behavior planning of AVs in dynamic and uncertain environments [99].
Hubmann [89] considered perception uncertainty caused by the unmeasured intentions in POMDP. In the
studies [53,58], the interactions between the autonomous ego vehicle and other vehicles with a priori uncertain
driving intentions were modeled as a partially observable leader-follower game. Additionally, the interaction
uncertainty led by varied cooperation intentions was modeled as latent variables in the POMDP framework
and an online estimation was conducted based on observed trajectories.

It has been found that POMDP is suitable for autonomous driving to make real-time decisions [100]. Com-
pared with the study [58], a continuous state space was assumed in [53] where vehicle motion was predicted and
planned using two much larger sets of trajectories instead of a small number of actions (or motion primitives)
to represent vehicle behavior. A game theoretical traffic model considering human behavior was developed to
provide a computationally tractable solution for a POMDP by using hierarchical reasoning and RL [61]. How-
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ever, obtaining a general solution to a specific problem is difficult with the original POMDP. Therefore, the
multi-policy decision-making method has received extensive attention [101,102].

In a stochastic environmentwith adversarial risks, an adversarial learning game has been used tomodel human-
robotic interaction and train robust AV controllers. Assuming that the HV was an adversary attempting to
falsify the AV’s actions, Sadigh et al. first learned the HV’s reward underlying its actions using maximum
entropy IRL and then computed sequential AV controls with nested optimization [103].

6.1.2 Integrated methods of Level-k game and RL
The multi-agent interaction can be captured by the level-k reasoning on the strength of its easy extensibility
to multiple vehicles. Level-k game theory relies on a hierarchical cognitive structure to model human rea-
soning in games [77]. Hierarchical reasoning for multi-agent interaction modeling has been applied in a series
of time-extended and interactive scenarios, ranging from three-lane highways [61–63,104], unsignalized intersec-
tion networks (e.g., the most common types of three/four/five-way, T-shaped, and roundabout) [19,20] to forced
merging scenarios [53,58,82].

In highways, an adaptive robust level-𝑘 reasoning was combined with game theory to develop the decision-
making strategy in order to avoid undesirable behavior induced by uncertainties, such as dynamic model
mismatch and improper agent classification [104]. Besides, the evolving of the dynamic scenario with multiple
actions was taken into account in the level-𝑘 game-based interaction model [61–63]. The underlying aggregated
dynamics of the traffic system conformed to Markov characteristics. However, the studied problem was for-
mulated as a POMDP because not all of the system states were observable to the agents. Therefore, Jaakkola
RL was adopted to simulate the time-extended scenario, with the preponderance of convergence to at least a
local maximum in POMDP. Based on the theoretical frame constructed in [61,62], the research [63] enhanced the
fidelity of the interaction model by two improvements: (1) designing a more realistic action space containing
harder brakes and faster accelerations; and (2) exploiting a more realistic traffic model with the consideration
of more representative constraint violation. With the designed simulator, two AV control algorithms were
tested and quantitatively evaluated for their safety and performance.

Compared with highway scenarios, urban unsignalized intersections are more challenging since much larger
state space brings difficulty in real-time policy resolution [20,68,69]. One approach to achieving real-time reso-
lution is to make reasonable simplifications. In [69], the action sequence of the level-(𝑘-1) agent was assumed
to be independent of that of the level-𝑘 ego vehicle, which eliminated the need for nested back-and-forth cal-
culations and made the computation more manageable. Another alternative approach is IL [105], a method for
autonomous agents to imitate expert’s behavior by learning a control policy from pre-collected expert demon-
strations. For example, Tian et al. proposed an explicit online implementation scheme to acquire an explicit
approximation of expert policy [68]. With the function approximation techniques, the computations required
for solving the optimization problems could be moved from online to offline. However, the control policy
entirely relies on the expert policy, which would generate a sampling bias, further probably inducing the prop-
agation of error between policy and expert policy in time. To avoid this, an iterative algorithm called DAgger
was developed to train the policy under its induced state distribution [20]. Benefiting from the DAgger algo-
rithm, the level-𝑘 game theoretic formalism was successfully generalized to model the multi-vehicle dynamic
interactions, and to larger urban road systems (including four-way, roundabout, and T-shaped intersections)
with manageable online computational effort. To ensure the safe and efficient navigation of AVs in complex
traffic scenarios, Zhou et al. proposed a game theoretic driver model based on level-k reasoning, which is char-
acterized by mixed decision levels. Compared with the widely used intelligent driver model (IDM) [33,43,106],
the proposed driver model could effectively capture the behaviors of diverse drivers [96]. Following this, a
temporal-spatial attention-based deep Q-learning (TSA-DQN) algorithm was developed to approximate the
optimal policy for interactive agents, whose outperformance in success rate, efficiency, and safety in driving
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Figure 8. Overview of the decision-making framework based on level-𝑘 game theoretic driver model for autonomous driving [96].

tasks has been validated. The framework of the TSA-DQN decision-making method is shown in Figure 8.

There is no doubt that the level-𝑘 reasoning framework contributes a lot to formulating a dynamically-evolving
interactive decision strategy. However, this type of cognitive hierarchy theory has a strong dependence on the
accuracy of the (𝑘-1)-assumption about the interactive environment’s cognitive level. To avoid poor decision
performance, cognitive hierarchy framework, Bayesian inference of cognitive level and receding-horizon opti-
mization were introduced to formulate a constrained partially observable MDP [82]. The Bayesian network not
only utilizes the probability description of the time-space relationship between vehicles but also incorporates
the uncertainty of input data into the threat assessment of vehicles. It can efficiently represent uncertain events,
such as estimating the probability of a vehicle collision [82,107].

6.2 Dynamic games with incomplete information
In the safety-paramount transportation system, AVs are expected to assimilate seamlessly into HDVs, which
necessitates AVs to better understand HDVs’ driving intention for a human-like interactive performance. In
early studies, Talebpour et al. have considered the concept of incomplete information as part of the game for-
mulation process, and developed a two-person non-zero-sum non-cooperative model that could cope with the
stochastic nature of LC maneuver [50,108]. In the study [23], the incomplete information, i.e., the aggressiveness
of interactive HDVs, was estimated and updated, further prompting the transformation from incomplete game
to complete game. Motivated by the fact that quantifying the driving intention contributes to the reduction of
interaction uncertainties, social driving characteristics estimation methods are necessary to be investigated.

Modeling and quantifying the driving characteristics of interactive agents is critical for AVs to better discern
these agents and dynamically adjust their actions based on these characteristics, thereby enhancing the social
decision-making capabilities of AVs in mixed-traffic environments. A great deal of endeavor has been devoted
to embedding social driving characteristics in game theory-based decision-making models as recommended
in Section 4.2. However, the fly in the ointment is that driving characteristics of other agents are usually
known and fixed which removes the ‘incompleteness’ of games. Therefore, the main methods for recognizing
and evaluating driving characteristics are presented here. Social driving characteristics are typically captured
through intention, driving style and social preference, along with their evaluation metrics, as shown in Table
4.
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Table 4. Methods for estimating social driving characteristics

Social driving
Ref. Metric Measure method

characteristics

Driving [23,43,109]
Aggressiveness

By online observation of real-time behavior in tentative interaction

Style
[79] A behavior model estimation based on accepted time gap
[30] Weightings on safety and speed Compare actual acceleration with predicted acceleration

Intention

[53,58] A posterior belief of Leader-follower game theoretic behavioral model
HDV’s leader or follower role With latent variables indicating the intention uncertainties

[110] Politeness Based on observed actual acceleration of HDV
[32] IO Based on environmental factors and trajectory characteristics

Sociality

[111] Courteous and rude Quantitatively analyzing the interaction process based on dataset

[71,112,113] SVO
Compare a candidate trajectory to the actual observed
Trajectory for the most likely SVO

6.2.1 Dynamic games with driving style estimation
With the integration of driver’s psychological thinking and behavioral mode, driving style reflects compara-
tively stable, long-term, and intrinsic behavioral tendencies [2]. Under the optimization scheme, human drivers
make decisions by balancing the different utility terms over the future. Depending on the driving tasks and in-
centives, different drivers may concentrate more on different terms, thus exhibiting disparate interactive styles
with their surroundings, such as aggressive, conservative, courtesy, and selfishness [111]. Aggressive driving
style takes some risks to pursue the driving goal with violent or frequent acceleration and deceleration, and
exhibits relatively more radical driving behavior for the right-of-way. In a conservative driving style, safety
takes precedence over driving goals in this style, resulting in more conservative acceleration and deceleration.
This style usually shows a tendency to stay in the current lane or give way to other vehicles. Moderate driv-
ing style lies somewhere in between. For this reason, the interactive styles can be formulated as the weighted
outcomes of different features in generating trajectories. When human driving behavior is modeled, driver
data is collected to rank objective functions from trajectories [75], or learn the weights of such features, using
IRL [55,70], bi-level optimization [49], simulated moments [50], and maximum likelihood [114].

To model mathematical interaction accurately, real-world human behavior was extracted from a naturalistic
driving dataset, based on which the driving style of the human participant was estimated [79]. Further, a plan-
ning and decision-making framework was proposed by formulating the problem as a LQ differential game. A
human-like game theoretic controller was developed to determine the optimal timing and acceleration for LC
where AVs interacted with HVs by a small lateral move to imitate human behavior [23]. To ensure the complete
information of the game, the aggressiveness of HVs was estimated first based on their reaction. Considering
the several SVs within the game scope, Stackelberg games were constantly built and solved by the proposed
game-based MPC to select the interactive vehicle. The vehicle’s aggressiveness was then estimated online ac-
cording to its interactive behavior, followed by the execution of LC maneuvers through MPC [43]. Regarding
the time and effort spent on real-world driving tests, a game theoretic traffic model with reasonable fidelity
was presented, incorporating interaction to test performance and calibrate parameters of various AV decision-
making and control systems [63]. Additionally, a game theoretic trafficmodel with heterogeneous driving styles
was designed to model interactions at unsignalized intersections for virtual testing, performance evaluation,
and parameter calibration of AV automation systems [20].

6.2.2 Dynamic games with intention estimation
In addition to driving styles, driving behavior is also affected by the short-term interactive features usually
represented by certain parameters related to acceleration or speed [30,31,58]. For the lane-merging task in dense
traffic, the HDVs’ intentions were inferred from their behaviors, such as speed changes of the human driver
in the next lane. The predicted reaction of the interacting HDV was then introduced in the Stackelberg-based
decision-making strategy to determine whether the AV should merge or not [110]. Due to the priori uncer-
tain driving intentions, the interaction between vehicles was modeled as a partially observable Stackelberg
game. SVs’ intentions were recognized online by observed trajectories; thus, their desired trajectories were
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predicted [53]. Under the framework of Markov, intent uncertainties were modeled as latent variables. Further-
more, a novel decision-making algorithm based on a partially observable leader-follower game was presented
to model the interaction and a receding-horizon optimization-based control strategy was proposed to simulta-
neously achieve safety and liveness with the adaptation to online estimated other vehicles’ driving intents [58].
Nash game theoretical structure was created to predict the trajectories of human actors [115].

6.2.3 Dynamic games with sociality estimation
Recent studies have begun integrating social interaction concepts from human sociology into AV-HV interac-
tions. Wang et al. performed a quantitative analysis of merging behavior to extract courteous and rude social
interaction scenarios by virtue of the social preference of other agents [111]. Building on this, two instructive
mechanisms for developing an interactive decision-making approach were identified: incorporating social
preferences and selecting relevant variables during the decision-making process. In order to realize smooth
interaction and the consequent human-expected driving decision, social compatibility was represented by so-
cial fitness and reciprocal altruism in the proposed game theory-based decision method [90]. As one of the
social preferences, Social Value Orientation (SVO) reflects the preference of utility assignment between the
ego agent and the other agents, which could be used to anticipate cooperative motives and negotiation strate-
gies [17,71–74,112,113]. In [17], SVO was represented in angular notation and regarded as the one that best matched
predicted trajectories to the actual human driver trajectories. The recognized SVO was then combined with a
human-imitating control policy to improve social compliance of AVs in mixed transportation. To adeptly and
dynamically measure surrounding agents’ social tendencies during interaction, a novel metric named interac-
tion orientation (IO) was defined as a quantified prediction of the probability that an interaction object will
exhibit certain behaviors [32]. IO was predicated on environmental contexts and trajectory motion character-
istics observed over a time period, based on which a mixed-strategy game model combined with a dynamic
optimization framework was deployed to learn from expert human driving policies andmake informed, social
coherent decisions.

6.3 Summary
To address uncertainties and enhance the learning capabilities of AVs, MDP and level-𝑘 reasoning are incorpo-
rated with game theory. Although more advanced Multi-Agent Reinforcement Learning (MARL) algorithms
have been explored, most researchers still rely on basic deep RL algorithms such as deep Q networks [94–96].
Obviously, the application of MARL to the autonomous driving domain has lagged behind the fast evolving
technique, which may affect the algorithm’s performance in more complex problems involving multiple agents.
To integrate seamlessly into human-dominated traffic, it is essential for AVs to understand HDVs’ intentions
correctly and make human-like decisions. Quantifying and modeling personal social characteristics in the
decision-making and control algorithms is expected to improve autonomous driving safety and passenger ac-
ceptance [116].

7. CONCLUSION AND OUTLOOK
This paper discusses the definition of social interaction in road traffic and reviews the game theoretic decision-
making and control methods considering social interaction. Based on the above systematic analysis, the dom-
inant implications of social interactions can be summarized as the following attributes, i.e., (1) dynamics; (2)
measurability; (3) time-varying nature; (4) uncertainty; (5) real time considerations; and (6) decision-making.
Instructed by these features, we construct the development framework for human-like game theoretic decision-
making methods with adaptation in Figure 9.

The method development begins with the social driving features estimation module, which performs online
measurements of social features based on observed trajectories. The representation parameters are then trans-
mitted to the planning and prediction module for further behavior prediction and motion control. Then, the
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Figure 9. Development framework of human-like decision-making and control methods. Methods for estimating social driving features
and providing real-time solutions [17]. 𝛼, x, Γ, 𝜉 and 𝛾 denote characterization parameters for social interaction, the vehicle state matrix,
strategy set for game, stochastic disturbance, and the future discount factor, respectively.

utility function is designed based on the information of predicted vehicle states and social driving features con-
sidering safety, comfort and traveling efficiency. Usually, expert mode learning is adopted to derive driving
patterns from real expert data for high fidelity. Additionally, MDP and learning methods could be combined
with game theory to model interaction uncertainties and cognitive reasoning, respectively. Finally, to resolve
the high computational complexity induced bymulti-agent interdependence and continuous state space, a real-
time calculation method is required for the complex optimization model, further guaranteeing the real-time
decision. With these function modules, the automated decision-making system developed based on game the-
ory and learning methods achieves a certain level of humanness, but has not yet reached the performance level
of an experienced driver. Despite the progress made, some unresolved issues remain, and the corresponding
future study directions are presented.

(1) Implicit interaction mechanism: In dynamic traffic environments, human drivers intentionally or unin-
tentionally convey signaling information to one another through their movements and spatial cues, giving rise
to both explicit and implicit communication [12,117]. However, current implicit communication methods lack
relevant theoretical support to demonstrate the accurate and effective delivery of communication information.
Besides, the decision-making and behavioral patterns of human drivers are influenced by the diversity of in-
teraction situations and traffic environments. However, existing studies often focus on specific interaction
scenarios. Consequently, aiming to discover insights that may facilitate the development of human-like deci-
sion algorithms, the future investigation can explore the theoretical models of implicit communication and
the adequate understanding of the underlying mechanisms of human interactive behavior.

(2) Social optima-based decision and control framework: Game theoretical models have solid psychological
and behavioral foundations, and their behavioral decision-making logic is clear and interpretable. Neverthe-
less, algorithmic designers tend to program AVs for individual welfare, such as the ride comfort and traveling
efficiency of the ego vehicle, with no incentive for improved traffic performance. These individualistic control
models may induce suboptimal traffic flow or even traffic safety issues [118]. Thus, a socially optimal control
scheme needs to be devised for city planners to guide autonomous driving technology toward social optima.

(3) Real-time cluster decision-making considering interaction: A key advantage of game theoretic solutions
for decision-making problems is the ability to address planning and prediction for agents in a given situation.
However, as the number of agents and the time horizon grow, the computational burden increases, which
necessitates a trade-off in terms of computation. To scale the decision-making methods to scenarios involving
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a large number of AVs, real-time solving algorithms need to be developed.

(4) Personalized andhuman-like decision-making: Theexisting game theoretic decisionmodel could account
for a single heterogeneous factor. However, drivers are highly heterogeneous because of personal preference,
randomness or aggressiveness, and driving experience. For human drivers, the heterogeneities are manifested
in different capabilities and risk profiles while in varied acceleration/braking capacities and manufacturer’s
choice of risk tolerance in the case of self-driving cars [119]. To achieve personalized requirements, an accurate
and real-time estimation of SVs’ driving characteristics is needed. Besides, a robust model with comprehen-
sive consideration of heterogeneous features needs further development for predicting a distribution of actions
that is consistent with real-world observations.

(5) Self-learning and self-evolving interactive decision-making for real-world applications: Themixed trans-
portation, composed of AVs, HDVs, other road users and road traffic environments, is a dynamically coupled
system, which exhibits dynamicity and randomness. However, most of the existing interactive models have
only been validated on limited datasets or are still in the stage of laboratory validation, lacking extensive en-
gineering practice. Hence, the game theoretic models need to be further refined and extensively verified on a
large number of real datasets in the future. Additionally, as for a multi-agent system, a social learning scheme
allows independent agents to learn through interactions with agents randomly selected from a pool [94,120].
Such a scheme is vital for AVs to navigate complex traffic environments with numerous road users, which
deserves more exploration.
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