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Abstract
Aim: Among a large number of products that support communication, there is one called space air ground integrated
networks (SAGIN’s), which is the most commonly used to support users in rural and emergency situations. Typicaly
in emergency situations SAGIN’s use unmanned aerial vehicles (UAVs) in their air layer to temporarily support the
ground users. Although the cost of UAVs is lower than that of traditional base stations, and their actions are more
flexible, but their battery life problems lead to frequent charging of drones, resulting in many resource losses and
unable to provide communication support. In order to mitigate the issues, novel optimization algorithms need to be
developed to support the ground users.

Methods: In this work, we develop a grid-based deep learningmethod using the LSTMmodel to estimate the number
of ground users as vehicles in each area, and developed an optimization algorithm to minimize the number of UAVs
needed to the user’s andmeanwhile to satisfy quality of service (QoS) requirements. For optimization, wemainly use
the Linear Optimization Tools and an objective function has been developed using density predicted and SINR data
to achieve acceptable QoS.

Results: The simulation results shows that this approach has improved the quality of the communication by 50%.
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Conclusion: Using unique grid technique and the LSTM machine learning model, the user densities on each parti-
tioned grid is determined. Finally, a linear optimization algorithm is developed based on the user density to determine
the lowest number of UAVs to support the users in each grid while maintaining the QoS.

Keywords: Machine Learning, LSTM, grid, deep learning, SAGIN, UAVs, linear optimization algorithm, QoS

INTRODUCTION
Thespace air-ground integrated networks (SAGINs) are emerging to give extensive area coverage, high through-
put, and high transmission to ground users in the future generation wireless networks as in article[1]. They
also used to expand the communication coverage range and enhance network capacity. Three main layers
make up SAGINs: a space layer, a ground layer, and an air section. Satellites in the space layer enable seamless
connectivity, and the terrestrial network enables high-speed communication. UAVs and/or balloons make
up the air segment, which is crucial for supplying broadband wireless connectivity to support the terrestrial
networks. Numerous benefits, including improved connection and support for future 5G communications
at high data rates, would result from the combination of these network layers. In the air layer, especially the
UAVs provide users with a fast and reliable connection at a lower cost and with less complexity than the static
base stations used in terrestrial networks.

UAVs have comprehensive and specific applications inmodern society. In daily life, in intelligent environments,
UAVs can use intelligence edge platform to collect data to undertake the function of relay station cited in [1], and
are often used as mobile base station to monitor specific areas and provide services as in paper [2]. In disasters,
drones shoulder the important functions of evacuating crowds, guiding escape, and helping rescue in paper [3].
Especially in cases where intelligent communication systems are destroyed, report shows that UAVs can help
SAR (synthetic aperture radar), which plays an essential role in guidance of disaster affected people, to obtain
critical emergency data in paper [4]. In factories, drones have played a huge role in realizing the important
safe collaboration between machines in Industry 4.0 as shown in paper [5]. In multiple interactive networks,
including B5G (beyond fifth generation) wireless interactive network and IoT (internet of things), drones have
been proven to have the ability to provide data in a timely manner in paper [6]. In many of the above fields,
UAVs have significant advantages over fixed base stations, especially in terms of mobility, agility, and degrees
of freedom in paper [7]. However, there has not been a big breakthrough in the energy endurance of UAVs in
recent years shown in paper [1,8]. Faced with the contradiction between cost and service quality, we must think
of new balance methods. In paper [8], researchers tried to solve the problem by balancing power consumption
and transmission distance. In spite of the fact that the solar powered UAVs are extensively supporting the
ground users for a longer duration of time, the allocation of UAVs to particular ground user regions is also an
essential factor that deals with saving the energy of the UAV.The graph in paper [9] shows the density of devices
that is turned on during a particular day, and that data can be used to find the active users count. The only
concern with the information is that it doesn’t provide the specific region where the devices are involved, and
the rate of change in users count is not frequent. Therefore, an appropriate count of ground users needs to be
found to allocate the UAV properly. A novel approach has been developed in this paper by utilizing the Beijing
downtown vehicle location dataset from article [10], and [11]. It consists of vehicle latitude and longitude data
for every minute for seven days. From the dataset, the total area of the region is found, and its split into several
grids. The number of users in each grid is found using the novel grid density algorithm, and the future girds
densities are forecasted using LSTMneural networks as shown in paper [12]. Finally, an optimization algorithm
has been developed using Linear optimization tools in article [13,14] and an objective function has been devised
usingUAV, density, and SINRas in paper [15]. With the help of inequality constraints andoptimization variables,
the function is iterated over density data to determine the number of UAVs to support the grids by satisfying
the adequate QoS. The remainder of the paper discusses the related works and system model in Section II
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and Section III. Illustration the problem formulation in Section IV. Section V shows the simulation and the
respective results. Finally, the paper ends with the conclusion and references.

RELATED WORKS
Numerous studies have been conducted to enhancemobile users’ communication in rural and disaster-affected
areas. The author claims in paper [16] that SAGINs are currently frequently used. Most significantly, SAGIN
air networks are crucial to provide wireless connectivity to users as base stations might become overloaded in a
major disaster area. The author of paper [17] claims that in order to give ground users fast data rates and reliable
communication, it is required to construct an emergency network employing UAVs. According to article [17],
the controllers are deployed in the simulation-based SAGINs to improve network operations and deliver effec-
tive quality of service (QoS) to customers. These works don’t have any information on how energy is optimized
to allow UAVs to fly for longer periods of time. As the air layer in SAGINs are playing a predominant role in
providing connectivity, therefore the UAVs are used by the communication community to support the ground
users. In order to offer wireless connectivity in the required locations, UAVs are designed to carry communi-
cation units like small cells paper [18]. According to the author in paper [19], power allocation and trajectory
design issues in multi-UAV based communication systems are resolved utilizing machine learning. By re-
solving trajectory design issues, the successive convex approximation approach described in paper [20] and [21],
makes it possible to communicate with ground users and increases the system’s overall throughput. Although
some study has been done to improve the users’ ability to communicate, the density of the ground users have
not been taken into account. Additionally, the UAVs aren’t effectively distributed based on user requirements.
Having an ideal communication system also requires proper UAV allocation in the necessary areas and the
lowering of message delay. According to article [22], there is a lot of traffic on the Vehicle to Everything (V2X)
network in urban areas. As a result, there is a delay in the communications that the cars transmit and receive.
Unexpected traffic growth on the V2X will cause a delay in the delivery of emergency alerts. Due to the high
volume of traffic in urban areas, the crowd flash happens. The author of paper [23] has succeeded in resolving
this issue by doing a few things. First, by utilizing a graph convolution network to forecast traffic volumes, and
then, by giving priority to transmit packets for the V2X communication network. This might also be overcome
by using drone cells to reduce traffic congestion in Road Side Units, in agreement to paper [22]. According to
article [24], the spatio-temporal trajectories are utilized to estimate the vehicle density, and the predicted data is
then used to determine the optimal path for transmitting data packets to the preferred destination. As per ar-
ticle [25], the density prediction is also utilized in vehicular Ad-hoc networks (VANETs) to create an intelligent
routing system for sending and receiving packets and assessing the performance of communication methods.
Several optimization methods are implemented to increase energy efficiency,for instance, in paper [26] and [27]

the author used optimization techniques and an iterative process to solve an energy efficiency maximization
problem. In article [28], a convex optimization is employed to maximize the uplink and downlink data packets
while full duplex small cell UAVs are utilized to support the connection. The performance of the algorithm is
compared to brute force methods, and a sub-optimal solutions are discovered. These studies made it clear that
the traffic density data and optimization techniques are reliable and useful for planningmethods in beforehand.
The previous studies also used the density prediction data to route data packet, whereas they did not use real
time density data with optimization techniques to employ flying base stations in emergency situations.

A comparison of the related works mentioned in this section is included in Table 1.

SYSTEM MODEL
Vehicle representation
The systemmodel depicted in Figure 1 is divided into three distinct blocks. The first is the data pre-processing,
where vehicle location and timestamp information are taken from the Beijing vehicle location dataset in pa-
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Table 1. Comparison among the related works

Reference number Scenario Main method
[16] Space Air Ground Integrated Networks (SAGINs) Artificial Intelligence (AI)
[17] Low altitude platforms (LAPs) Hybrid satellite-aerial terrestrial (HSAT) networks
[19] Unmanned aerial vehicle (UAV) networks Swarm optimization
[20] Unmanned aerial vehicle (UAV) networks Monotonic optimization
[21] Multicarrier (MC) systems Suboptimal algorithm
[22] Intelligent Transportation System (ITS) Topological Graph Convolutional Network (ToGCN)
[23] Radio access network (RAN) Proactive drone cell deployment framework
[24] Internet of Things (IoTs) Collaborative communication scheme
[25] Vehicular ad hoc networks (VANETs) Intelligent prediction based routing algorithms
[26] unmanned aerial vehicle (UAV) networks Energy efficiency (EE) maximization scheme
[27] UAV enabled wireless communications Efficient iterative algorithm
[28] Unmanned aerial vehicle (UAV) networks Block coordinate descent method

Figure 1. System model.

per [10], and [11]. Each location data point that falls within the chosen area 𝑅 has the vehicle ID𝑉𝑖𝑑 labeled on it.
The latitude, longitude, and associated time stamp𝑇 are all included in the location data𝑉 𝑙𝑜𝑐

𝑖𝑑 (𝑡). Every minute,
the data is extracted, cleaned, and stored in a CSV file. In Equation (1), the exact structure of the location data,
𝑉 𝑙𝑜𝑐
𝑖𝑑 (𝑡), is presented.

𝑉 𝑙𝑜𝑐
𝑖𝑑 (𝑡) = [(𝑉

𝑙𝑎𝑡
𝑖𝑑 (0), 𝑉

𝑙𝑜𝑛
𝑖𝑑 (0), 𝑇 (0))...(𝑉

𝑙𝑎𝑡
𝑖𝑑 (𝑛), 𝑉

𝑙𝑜𝑛
𝑖𝑑 (𝑛), 𝑇 (𝑛))] . (1)

The second block consist of density computation and prediction part, which uses the data from the preceding
unit. The traffic density estimation algorithm is then used to calculate the vehicle count. The region 𝑅 is further
subdivided into numerous grids denoted by the symbol 𝐺𝑖 𝑗 , where 𝑖, 𝑗 represent row and column values. The
densities are collected as a time series data 𝐷𝑖 𝑗 (𝑡) for each grid. The density 𝐷𝑖 𝑗 (𝑡) is the amount of vehicles
present in 𝐺𝑖 𝑗 at time 𝑡, and it is computed using an algorithm (1).

In the second block, the grid density prediction algorithm, which is built with LSTM neural networks, takes
in each grid data 𝐺𝑖 𝑗 . Using previous density values 𝐷𝑖 𝑗 (𝑡), the prediction algorithm forecasts density values
for the future time window 𝑡𝑤 .

The final block, known as the optimization block, includes the average number of data packets that each vehicle
will transmit as well as the real capacity, 𝑅𝑐𝑎𝑝

𝑖 𝑗 . The real capacity is calculated using the capacity 𝑐𝑎𝑝 of the
communication unit and the signal to interference noise ratio 𝑆𝐼𝑁𝑅 value. Finally, the required number of
UAVs to support the vehicles in each grid is determined by sending these two values and constraints into an
optimization algorithm.
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Grid-based density algorithm
The second block in the system model is the algorithm block where the data from the previous unit is taken
and the vehicles count in each and region is calculated using the traffic grid density computation algorithm as
shown in Figure 1. Where the region 𝑅 is further divided into multiple grids represented as 𝐺𝑖, 𝑗 where i and
j are indexes indicating the location of the specific grid. For instance, 𝐺1,1 would be the grid with the lowest
latitude and the lowest longitude, and 𝐺20,20 would indicate the grid with the highest latitude and the highest
longitude. For each grid, we assemble the densities as a time-dependent series 𝐷𝑖, 𝑗 (𝑡) for each time 𝑡. The
density 𝐷𝑖, 𝑗 (𝑡) is the number of vehicles located in 𝐺𝑖, 𝑗 at time 𝑡, and the calculation is accomplished through
an algorithm shown in Algorithm 1 of the location data of all vehicles. For each grid 𝐺𝑖, 𝑗 , the Grid density
prediction algorithm would take in past density series 𝐷𝑖, 𝑗 (𝑡) and forecast the density series for future time
window 𝑡𝑤 using Long Short Term Memory (LSTM) Neural Network Algorithm.

Linear optimization
As shown in Figure 1, the last block is the optimization part where using the vehicles density data in each grid,
the Signal to Interference Noise Ratio (SINR) is calculated for each region and that is sent to the optimization
algorithm to determine minimum number of UAVs required to support the ground vehicle users, in which
the UAVs and the SINR data are the optimization variables used in the function and with the help of linear
optimization tools, the required amount of UAVs to support the users in each grid is found.

LSTM modeling
A recurrent neural network-based algorithm called long short-termmemory (LSTM algorithm) as in paper [12]

is applied to obtain the vehicles’ anticipated latitude and longitude coordinates. The mentioned algorithm
has advantages in compensation for the vanishing gradient problem, which is apparent in recurrent neural
networks. The input layer of the LSTM model would take in the location data in the past, e.g., 𝑉 𝑙𝑜𝑐

𝑖𝑑 (𝑡). Then,
it would pass the information to the hidden layers, where there are three categories of gates that determine
whether to remember the input sequence or not. These types of gates include forget gates, update gates, and
output gates. The value of forget gate Γ𝑖

𝑓 is computed in Equation (2) using the aforementioned activation
function parameters with bias term. The time reference 𝑡 in the formula represents the current time, the 𝑡 − 1
represents the past time, and the index number 𝑖 represents the vehicle ID of the target vehicle. In the same
way, the values of update gate Γ𝑢 and output gate Γ𝑜 are calculated similarly using the activation function in
Equation (3) and Equation (4).

Γ𝑖
𝑓 = 𝜎(𝑊 𝑖

𝑓 [𝑎
𝑖<𝑡−1>, 𝑥𝑖<𝑡>] + 𝑏𝑖𝑓 ), (2)

Γ𝑖
𝑢 = 𝜎(𝑊 𝑖

𝑢 [𝑎𝑖<𝑡−1>, 𝑥𝑖<𝑡>] + 𝑏𝑖𝑢). (3)

Γ𝑖
𝑜 = 𝜎(𝑊 𝑖

𝑜 [𝑎𝑖<𝑡−1>, 𝑥𝑖<𝑡>] + 𝑏𝑖𝑜). (4)

A toddler memory unit is also introduced in the hidden layer, and its value is determined through the hyper-
bolic tangent 𝑡𝑎𝑛ℎ activation function. The system then determines the memory cell unit value by combining
the forget gate value, the output gate value, and the toddler memory unit value. Finally, as discussed in Equa-
tion (5) and Equation (6), the prediction 𝑌 is generated by passing the memory cell and output gate value into
𝑡𝑎𝑛ℎ and 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 in sequence.

𝑎𝑖<𝑡> = Γ𝑖
𝑜 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑖<𝑡>), (5)

𝑌 𝑖<𝑡> = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥(𝑎𝑖<𝑡>). (6)

PROBLEM FORMULATION
Traffic density analysis
An algorithm is designed as in Algorithm 1 to predict each grid’s density value at time reference 𝑗 . The map
is evenly divided into 20 by 20 grids. For each grid, we create a time-dependent series of density values, e.g.,
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Algorithm 1 grid density algorithm
1: procedure getDensity(𝑎𝑙𝑙𝑣𝑒ℎ𝑖𝑐𝑙𝑒𝑠′𝑡𝑟𝑎𝑐𝑒 𝑓 𝑖𝑙𝑒𝑠)
2: for 𝑖 ← 1 to 𝑁 do
3: 𝐿𝑎𝑡 ← 𝑑𝑎𝑡𝑎[”𝐿𝑎𝑡”]
4: 𝐿𝑜𝑛← 𝑑𝑎𝑡𝑎[”𝐿𝑜𝑛”]
5: for 𝑗 ← 1 to 𝑇 do
6: 𝑐𝑢𝑟𝐿𝑎𝑡 = 𝐿𝑎𝑡 [ 𝑗]
7: 𝑐𝑢𝑟𝐿𝑜𝑛 = 𝐿𝑜𝑛[ 𝑗]
8: 𝑙𝑎𝑡𝑖𝑛𝑑𝑒𝑥 = 1
9: while curLat not in latn do
10: 𝑙𝑎𝑡𝑛 + +
11: if 𝑙𝑎𝑡𝑛 > 20 then
12: break
13: end if
14: end while
15: 𝑙𝑜𝑛𝑛 = 1
16: while curLon not in lonn do
17: 𝑙𝑜𝑛𝑛 + +
18: if 𝑙𝑜𝑛𝑛 > 20 then
19: break
20: end if
21: end while
22: if 𝑙𝑜𝑛𝑛 <= 20 and 𝑙𝑎𝑡𝑛 <= 20 then
23: 𝐷𝑒𝑛𝑙𝑎𝑡𝑛𝑙𝑜𝑛𝑛++
24: end if
25: end for
26: end for
27: end procedure

𝐷𝑒𝑛𝑙𝑎𝑡𝐼𝐷𝑙𝑜𝑛𝐼𝐷 , where 𝑙𝑎𝑡𝐼𝐷 denotes that the grid is the 𝑙𝑎𝑡𝐼𝐷’th grid from lower latitude value to higher
latitude value, and 𝑙𝑜𝑛𝐼𝐷 denotes that it is the 𝑙𝑜𝑛𝐼𝐷’th grid from lower longitude value to higher longitude
value.

In the algorithm, the system scans through each vehicle, e.g., 𝑉𝑖𝑑 , location in terms of latitude and longitude
at each time reference 𝑗 and determine each corresponding grid id 𝐺 𝑙𝑎𝑡𝐼𝐷𝑙𝑜𝑛𝐼𝐷 for each moment using a while
loop. The determined grid id is recorded by incrementation of the corresponding density value 𝐷𝑒𝑛𝑙𝑎𝑡𝐼𝐷𝑙𝑜𝑛𝐼𝐷 .
More specifically, at each time reference for each vehicle, a comparison is made between the recorded latitude
and longitude value and a set of boundaries 𝑙𝑎𝑡𝑛, 𝑙𝑜𝑛𝑛 to determine the resulted 𝑙𝑎𝑡𝐼𝐷 and 𝑙𝑜𝑛𝐼𝐷, which
denotes the corresponding grid. The system then increment the density value 𝐷𝑒𝑛𝑙𝑎𝑡𝐼𝐷𝑙𝑜𝑛𝐼𝐷 . As a result, the
recorded 𝐷𝑒𝑛𝑙𝑎𝑡𝐼𝐷𝑙𝑜𝑛𝐼𝐷 is presented in the matrix below.

The resulting traffic density data is recorded as shown in Figure ??, where 𝐷𝑒𝑛𝑚𝑛 represents the traffic density
value in different grids with respect to their time-stamp 𝑡.

Linear optimization
Linear programming (LP) optimization is amethod for the optimization of objective function, dependent upon
equality or inequality constraints. It is used in various fields of engineering to make the process cost effective
and efficient. Currently they are used in energy, manufacturing and engineering sectors. There are several
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𝑇𝑖𝑚𝑒 𝐷𝑒𝑛11 𝐷𝑒𝑛12 𝐷𝑒𝑛13 ............. 𝐷𝑒𝑛2020
0 0 0 0 ............. 2
61 0 0 0 ............ 2
.

.

.

18001 0 0 0 ......... 1
18061 0 0 0 ......... 1

.

.

.

532801 0 0 0 ........ 0
532861 0 0 0 ........ 0


Figure 2. Matrix demonstration of traffic density data.

tools and libraries available to solve the LP problem. In this work PULP as in article [29] a python based library
is used to model the objective function. The Equation 4.4 has the objective function 𝐹 (𝑋) and the objective
variable to be minimized is 𝑋 . The constraint X > 0 and Ax > b makes the objective variable to be not less
that or equal to zero and the coefficients A and b maintains the objective variable X with in the bounds. These
two are the conditions defining the convex polytope across which the objective function should be minimized.
The function𝐺 (𝑋) in Equation 4.4 is another way of expressing the inequality constraint equation. Where the
function holds the value X with other coefficients to modify the optimization. It also has 𝑔𝑙𝑏 and 𝑔𝑢𝑏 , which
are the upper and lower bounds of the function.

min
𝑋

𝐹 (𝑋)

s.t. 𝐴𝑋 ≥ 𝑏

𝑋 > 0
𝑔𝑙𝑏 ≥ 𝑔(𝑋) ≤ 𝑔𝑢𝑏

(4.4)

Quality of service requirements
This work aims not only to find the required number of UAVs but also to satisfy the quality of service require-
ments (QoS requirements. The QoS considered here is to maximize the throughput for the uplink scenario,
i.e., to receive the data packets transmitted from the ground vehicles. Since the data packet size is very small,
an ideal MAC layer is considered for this scenario. The QoS is determined using the probability of successfully
transmitting data packets over a channel to the UAVs, as the SINR and channel capacity are the resources
that significantly influence the transmission’s performance. Therefore, the system is simulated in this work by
including the SINR and the channel capacity as QoS parameters.

Optimization algorithm
The whole system aims to find the minimum number of UAVs to support the vehicles in each grid based on
the supply and demands. Linear optimization is considered from paper [13] is used to develop a cost function
for the problem. First, the UAV (𝑈), density (𝐷), throughput (𝜆), capacity (𝑐𝑎𝑝), and the Signal to Noise Ratio
(𝑆𝐼𝑁𝑅) are initialized, and from these variables, the cost function is derived as shown in Equation 9. The cost
function is split into two different parts, the Equation 7 is the supply part, which determines the real capacity
𝑅𝑐𝑎𝑝 of each UAV to receive the data packets by including the 𝑆𝐼𝑁𝑅 associated with it. Then the demand part
is formulated using density 𝐷 and throughput 𝜆 value . From Equation 8 the demand is found.
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Table 2. Row Demonstration for Taxi Driver with ID 9862

9862 2008-02-02 13:37:28 116.39389 39.8693
9862 2008-02-02 13:42:30 116.36976 39.86971
9862 2008-02-02 13:47:32 116.37988 39.86918
9862 2008-02-02 13:52:34 116.38953 39.85745

𝑅𝑐𝑎𝑝 = 𝑐𝑎𝑝 × 𝑆𝐼𝑁𝑅 (7)

𝑑𝑒𝑚𝑎𝑛𝑑 = 𝐷 × 𝜆 (8)

The cost function holds an objective variable,𝑈, where𝑈 gets the number of UAVs to support the users. As the
region’s size is 20𝑋20, the variables 𝑚 and 𝑛 represent the grid size, and the objective function in Equation 9 is
summed over the area to consider the density values at each grid. Finally, the communication unit’s capacity
(𝑐𝑎𝑝) is also considered and used in the optimization function to determine the UAVs count.

min
𝑈

𝑛∑
𝑖=1

𝑚∑
𝑗=1
(𝑅𝑐𝑎𝑝

𝑖 𝑗 ×𝑈𝑖 𝑗 ) − (𝐷𝑖 𝑗 × 𝜆𝑖 𝑗 )

s.t. (𝑅𝑐𝑎𝑝
𝑖 𝑗 ∗𝑈𝑖 𝑗 ) − (𝐷𝑖 𝑗 ∗ 𝜆𝑖 𝑗 ) >= 0

𝑈𝑖 𝑗 >= 0

(9)

Optimization variables are initialized to lower bound values and they are made to be subjected to 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡1
and 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡2. The 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡1 in the model makes the objective function to be no less than zero, and
𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡2 makes the UAV count to stay positive. The density of each grid is taken at a time to perform
optimization on the objective function. Once the objective becomes zero, optimization is stopped. Finally, the
output of the objective variables are taken, and they are merged to determine the final count of the UAV.

SIMULATION RESULTS
Problem setting
This project is based on data from Taxi Software’s published trace files in China as in paper [10] with over ten
thousands trace files. Each row of the trace file would record the driver’s identification number, the date and
time reference of the row, the Longitude, and the Latitude. An row demonstration for taxi driver with id 9862
is listed in table 2

For accuracy and convenience of grid prediction, this study eliminates repeating data points, applies a consis-
tent interval approach as in article [30], and transfers the time reference from date and time into timestamps.
Also, to balance the need for location accuracy and sufficient amounts of vehicle for prediction, the calculated
is proceed in the center part of Beijing. The map is divided into 20 by 20 grids that are about 1.6km by 1.3 km.

Grid data analysis
With more than 10,000 drivers’ trace files, it was plausible to create a density map to describe the density
characteristics in each grid. We defined the time-dependent grid density as the number of vehicles in it given
a specific time.

Map setting-up
We defined grid density by how many vehicles were in the specified grid at a given time reference. Initially,
the map is divided into three by three grids and simulated each grid’s density. The attempt was successful,
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Table 3. Preview of density file

Time A_1,1 A_1,2 A_1,3 ...... A_2,1 A_2,2 A_2,3 ...... A_20,18 A_20,19 A_20,20
0 0 0 0 ...... 0 0 0 ...... 0 2 2
61 0 0 0 ...... 0 0 0 ...... 0 3 2
...... ...... ...... ...... ...... ...... ...... ...... ...... ...... ...... ......

18001 0 0 0 ...... 0 0 0 ...... 4 2 1
18061 0 0 0 ...... 0 0 0 ...... 4 2 1
...... ...... ...... ...... ...... ...... ...... ...... ...... ...... ...... ......

532801 0 0 0 ...... 1 0 0 ...... 0 0 0
532861 0 0 0 ...... 0 0 0 ...... 0 0 0

but a couple of flaws appeared when we took a closer look. The most profound problem was that the grid
was too big for any meaningful applications. Note that the original map is the Beijing City with about 6336
square miles. That means each grid was about 704 square miles. Thus, when considering the application of
resource allocation, it was barely possible for a vehicle to travel fromone grid to anotherwithout using up all the
energy. Also, most taxi drivers would only travel within a single grid most of the time, making path planning
meaningless. To choose the most appropriate portion of the map, we first observed the density in each grid.
Then, we could see that the middle grid has the highest density. Furthermore, we were noted that about 70
percent of all the available vehicles are in the central area most of the time. Also, due to the traffic prosperous
of the central city, we could make an essential assumption that this part of the map was fully connected. Thus,
we decided to use only the middle grid as our map. One essential part of path-planning was to narrow down
the area of each grid so that the prediction could be more precise. Therefore, we decided to divide the map
into 20 by 20 grids, where each grid would have about 1.6 km (latitude) by 1.3 km (longitude). In this way, we
could build a map detailed enough for path planning.

Vehicle setting-up
First of all, we needed a vehicle that traveled across the map we chose, Beijing’s central region. We selected all
the taxis that satisfied one of the following criteria:

(i) it touches both the higher and lower latitude boundaries.

(ii) it touches both the higher and lower longitude boundaries After filtering, we had about three hundred
vehicles that satisfied the criteria. Besides the traveling range, we also wanted the selected vehicle to stay on
the map as long as possible. We tried to select any vehicle that spent more than 99 percent of the time in the
central region. And this requirement helped us narrow the candidates into 12 cars. We wanted the vehicle to
have a longer time on record to better train the driver’s preference model. Thus, we selected the car with the
most prolonged duration on record, with identification number 9318. It had 8882 minutes of data on record.

Traffic density model prediction and results
We iterated through each driver’s trace file and found the corresponding gird for eachmoment in our approach.
If the vehicle were in the map chosen, we would increment the density in the landed grid. After going through
all trace files, we gathered the density.

First, we needed to extract the data required for the grid’s simulation and prediction from each driver. So
we created a density file with 8882 minutes in length and four hundred grids in width. We then scanned
through each driver’s file and checked for the area it stayed at each reference. We then find the corresponding
time reference and the grid of the vehicle’s location in the density file and add one to the density number. Thus,
after scanning through all the driver’s data files, we successfully extracted the density file we desired. A preview
of the desired file is shown in Table 3:

After having the grid’s density data for each time reference, we could train each grid individually using LSTM
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Figure 3. Grid density training example for small density (density less than 2).

models. We utilized an LSTMmodel with two layers with n units, a dropout of 0.05, and a dense layer with one
unit. We used three epochs and a batch size of thirty while fitting. For accuracy, we could see that using the
same model for all four hundred grids is a challenge, while it was not practical to form four hundred different
models. One approach is to normalize all the processing data into the desired range. Since themodel described
above performs better when predicting series about five, we built the normalization this way:

𝐷′𝑖 =
𝐷𝑖

�̄�
+ 5 (10)

In the above equation, 𝐷′𝑖 was the normalized density, 𝐷𝑖 was the original density, and �̄� was the average of
densities in a specific grid. We also rounded the predicted result since densities should only be non-negative
integers. In coordination with the application and other models, we would use the first eight thousandminutes
for training and the sixty minutes right after the training data for testing. After normalization, the predictions
of each grid were acceptable for describing the density of each grid at a given time. A graph representing the
training data and the prediction for lower density value is shown in Figure 3.

We see this model would successfully capture the character of a lower density grid. A graph representing the
training data and the prediction for density value up to ten is as shown in Figure 4.

Again, the models gave an acceptable range of density that is accurate enough in comparing densities during
path planning. A graph representing the training data and the prediction for density value up to thirty is as
shown in Figure 5

The models gave an acceptable range of density that was accurate enough in comparing densities during path
planning. Throughout all the grids, almost all of the densities were below sixty, and the above three situations
should be representative enough to prove the accuracy of our models.

Aftermodeling for all the grids, we tested the validations and their root-mean-square-error for eachmodel. We
could see that all the root-mean-square-error are less than one, meaning that the density difference between
reality and prediction is less than one vehicle per grid in each minute, which was acceptable for our path
planning. Demonstrations of the testing results are included in Figures. 6, 7, and 8.
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Figure 4. Grid density training example for average density (density of about 10).

Figure 5. Grid density training example for large density (density of about 30).

Optimization results
After getting appropriate traffic density values in each grid, the optimization algorithm elaborated in the prob-
lem formulation is obtained to find the number of UAVs allocated for each grid. For that, the traffic grid
density data is collected, and the SINR is chosen as the Quality of Service Parameter. The grid is nothing but
the area that is chosen during map processing, where the beijing downtown has been subdivided into smaller
regions (grids). Based on the vehicle count in each grid, the UAVs to support them are found.

The simulation part of the system uses the input density data 𝐷𝑖 𝑗 from each grid, the throughput 𝜆𝑖 𝑗 , and the
actual capacity 𝑅

𝑐𝑎𝑝
𝑖 𝑗 value for that specific grid, as indicated in Equation. A region of 100 grids with a high

density is chosen for simulation purposes. The settings used for simulation are shown in Table 4; the capacity
𝑐𝑎𝑝 is set to 30 and the 𝑆𝐼𝑁𝑅 is supplied as a range of values between 0.5 and 1. Throughput 𝜆 represents
the number of packets transferred from each user, and transmission power of the communication unit is set
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Figure 6. Grid density testing example for area with longitude id of 6 and latitude id of 10.

Figure 7. Grid density testing example for area with longitude id of 7 and latitude id of 8.

Table 4. Input values for simulation

Simulation parameter values
Optimization parameters Values
𝑆𝐼𝑁𝑅 0.5-1
Capacity 𝑐𝑎𝑝 30
Transmission power 1 W
𝜆 1 (data packet per vehicle)

to 1 W. For the purpose of determining the necessary number of UAVs for the specified region, the Eq 9 is
simulated for various 𝑆𝐼𝑁𝑅 values.

Two inequality constraints in 9 are included in the optimization problem, and the optimization function should
satisfy them. The cost function and optimization variables 𝑈 are then used to feed the numerical data and
constraints into the cost function to determine the UAV count. The value of the variable 𝑈 is determined
based on the supply and demand components throughout each loop, with the goal of the model being to
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Figure 8. Grid density testing example for area with longitude id of 10 and latitude id of 1.

Figure 9. Vehicle Density Vs UAV count (with respect to each grid).

approach the minimal value, which is close to or equal to zero.

After the first set of simulations, Figure. 9 shows the users’ density in each grid and associated UAVs for it.
Based on the QoS parameter, i.e., at SINR 0.75 and the quantity of users in each grid, the UAVs are pushed
through optimization to support the ground users. The graph also shows that UAV count is incremented
whenever the users count reaches or exceeds the capacity of the communication unit. Figure 10 shows the result
of UAVs for each grid concerning different SINR values. Basically, it depicts how the UAV count varies based
on different SINR values. When the interference increases the count of UAVs are also increased regardless
of the users count. To give a detailed picture, Figure 11 shows the count of UAVs with respect to the vehicle
densities and different SINR values.
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Figure 10. UAV count with respect to grid for different SINR values.

Figure 11. UAV count with respect to vehicles.

From Figure 12, a minimum of 20 UAVs are required to support a region when SINR is high. At the same
time, when SINR becomes low, extra UAVs are pushed to maintain the QoS requirements. As a result, the
UAV count becomes 32 to support the same users. The results show that the optimization algorithm finds the
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Figure 12. UAV count with respect to SINR values.

minimum number of UAVs by maintaining the QoS and thus it improves the quality of the connection by 50%
to support the users.

DISCUSSION
The UAV-assisted communication advantages are discussed in this work, and the drawbacks of active user
data have been studied. The ground users data has been utilized from the vehicle location dataset of Beijing
downtown. The whole region is split into smaller grids using a grid partitioning algorithm to get the user
density of each grid. The future density data are forecasted using LSTM neural network algorithm. Finally,
a linear optimization algorithm is devised based on the grid density data to find the minimum number of
UAVs to support the users in each grid by maintaining the QoS requirements. The simulations results show
the number of UAVs that have been found for different QoS requirements.In the future works, noise and
interference values can be directly measured and used in optimization rather than simulating the SINR values.
Furthermore, the trajectories of the UAVs can also be optimized for better energy saving. Additionally, during
optimization, outside environmental variables like wind and weather can be incorporated into the model to
take real-world behaviors into account.
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