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Abstract
Aim: Large language models (LLMs) like ChatGPT have transformed access to health information. For transgender 
individuals considering gender-affirming surgery (GAS), accurate and reliable information is essential for informed 
decision making. This study aimed to quantitatively assess the use of ChatGPT among individuals considering GAS 
and its impact on their decision-making process.

Methods: A cross-sectional survey was conducted in January 2024 on Prolific. Participants included English-
speaking U.S. users over 18 whose current gender differed from their assigned gender at birth. The survey collected 
demographic information, evaluated interest in GAS, and examined interactions with ChatGPT. Descriptive 
statistics were used for analysis.

Results: The study included 207 participants (average age 30.2 years), primarily identifying as non-binary 
(40.6%), transgender men (29.5%), and transgender women (13%). Most expressed interest in GAS (89%). 
Primary information sources for GAS were online forums (24.6%), medical websites (21.3%), and social media 
(17.4%). While many had used ChatGPT (73%), few utilized it for GAS information (6.7%). Among those who did, 
the majority (70%) rated its usefulness as moderate to slight, with some reporting a positive influence on their 
decision making (40%). Trust in ChatGPT’s information was moderate to highly rated by 80% of participants.

Conclusions: In our cohort, ChatGPT is less commonly used for GAS information than online forums and medical 
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websites. This suggests that patients prefer platforms that offer visual content, human interaction, and relatability. 
These findings highlight the importance of guiding patients toward reliable health information sources, such as 
healthcare providers, reputable medical websites, and academic literature, to support informed decision making.

Keywords: ChatGPT, gender-affirming surgery, decision making, transgender health, health information sources

INTRODUCTION
Large language models (LLMs), such as ChatGPT, have transformed information access by providing 
immediate and comprehensive responses to a wide range of prompts. For transgender and gender-diverse 
individuals considering gender-affirming surgery (GAS), having access to accurate, reliable, and easily 
understandable information is crucial for making informed decisions about such complex and sensitive 
procedures. Patients require a thorough knowledge of their surgical options, potential risks, recovery 
processes, and expected outcomes.

LLMs have been shown to be effective in many areas of healthcare delivery. For example, one study found 
that 45% of LLM-generated clinical summaries were equivalent to, and 36% were superior to, those of 
medical experts, underscoring their potential to perform at or above expert levels[1]. Additionally, ChatGPT 
demonstrated its competency by passing the United States Medical Licensing Examination with a score of 
64.4%, further showcasing its understanding of medical knowledge[2].

Despite these successes, concerns about misinformation, readability, and the oversimplification of complex 
medical concepts persist. A recent qualitative study among health informatics researchers found that while 
LLMs significantly benefit patient education, clinical tasks, personalized care, and patient-healthcare 
interactions, they also pose risks, such as spreading misinformation, biased decision making, and 
inaccuracies in communication[3]. These limitations are echoed by other researchers, who acknowledge the 
potential of LLMs but emphasize the ease with which misinformation can spread due to a lack of 
transparency and accountability[4-6]. Furthermore, the readability of LLM-generated content often exceeds 
the average literacy level of U.S. patients, which could impair their ability to understand essential details, 
particularly in a sensitive and personal subject like GAS[7].

While LLMs have risen to prominence for their broader healthcare applications, their role in specialized 
areas, like GAS, remains largely unexplored. GAS is a rapidly evolving field, with the number of procedures 
tripling in recent years[8]. This increase in operations has heightened the need for transgender and gender-
diverse individuals to be able to access accurate and reliable information as they navigate the process. Prior 
research has shown that online forums, social media, and medical websites often serve as primary sources of 
GAS information for many patients, who frequently seek firsthand experiences and community 
support[9-11]. However, there is limited evidence on how this population uses LLMs like ChatGPT and 
whether these tools meet the unique needs of transgender and gender-diverse patients considering GAS.

Expanding our understanding of this area is crucial for improving patient education and ensuring that 
individuals considering GAS have access to reliable, accurate, and comprehensive information. As the 
number of GAS procedures continues to rise, equipping patients with trustworthy resources is key for 
enhancing their health outcomes and overall satisfaction with the surgical process. Therefore, we aimed to 
quantitatively assess the extent of ChatGPT use among individuals considering GAS and evaluate how it 
influences their decision-making process.
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METHODS
Study design and setting
This cross-sectional study received an exemption from the institutional review board at the University of 
California, San Francisco. The primary aim was to understand how patients seeking GAS utilize ChatGPT. 
An anonymous 5-minute online survey was developed using Prolific (London, UK, 2024), an online 
research platform, and distributed to eligible users in January 2024. The full survey, including all questions, 
is provided in Supplementary Materials. Prolific offers advantages as a research survey platform, including 
access to a diverse participant pool, built-in demographic screening tools, and a straightforward process for 
targeting specific populations. The platform is frequently used in academic research for its ability to deliver 
reliable data quickly and cost-effectively.

The survey included multiple-choice, free-response, Likert scale, and checkbox-style questions. Participants 
were compensated $1.10 for completing the survey, in accordance with Prolific’s recommended rate of 
$12/h, ensuring fair and ethical compensation. We acknowledge that participant compensation may 
influence responses, as individuals may feel incentivized to complete surveys quickly rather than 
thoughtfully. To mitigate this, we designed the survey to be concise, clear, and straightforward, minimizing 
opportunities for rushed or disengaged responses. Additionally, Prolific’s payment structure is designed to 
provide fair compensation without incentivizing low-quality data. We chose Prolific due to its transparency, 
demographic screening capabilities, and robust reputation for high-quality data in academic research. 
Alternative platforms, such as MTurk, have been criticized for issues such as lack of demographic diversity 
and unreliable responses. Traditional methods of recruitment, such as in-person surveys or phone 
interviews, were not feasible for this study, given time and resource constraints.

Study population
Individuals were included if they were English-speaking, aged 18 and older, based in the United States, and 
indicated that their current gender differed from their assigned gender at birth. Participants were selected 
based on pre-screening criteria available within Prolific, such as age range and self-reported interest in 
health-related topics. All participants had pre-noted demographic data from when they signed up for a 
Prolific account which allowed them to be included in the study. These criteria were established to ensure 
that participants were likely to be representative of individuals who might seek information online about 
gender surgery. On Prolific, participants provide demographic information when creating an account, 
allowing us to identify eligible individuals based on their self-reported demographics. To ensure participants 
were truthful about their demographic information, we utilized Prolific’s pre-screening tools, which require 
users to provide verified demographic details before they can participate in studies. Additionally, we 
included attention-check questions and survey logic consistency checks to detect and exclude participants 
providing potentially unreliable responses. Efforts were made to obtain a racially and ethnically diverse 
sample by distributing the survey to 200 Prolific users, approximately half of whom identified as White and 
half as non-White.

Data collection
Data were collected through the online survey, which gathered information on demographics, interest in 
GAS, and interactions with ChatGPT. To ensure data quality, multiple attention checks were embedded 
throughout the survey, and participants who failed these checks were excluded from the final analysis. In 
the survey, GAS was defined as any of the following procedures: mastectomy, breast augmentation, facial 
feminization, facial masculinization, vaginoplasty, phalloplasty, and/or metoidioplasty. For participants who 
used ChatGPT to access information about GAS, additional questions explored the scope of information 
sought and how this information compared to other resources.

https://oaepublishstorage.blob.core.windows.net/articlepdfpreview202502/ais4091-SupplementaryMaterials.pdf
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Data analysis/statistics
Descriptive statistics were used to summarize participant characteristics and study variables. Frequencies 
and percentages were calculated for categorical variables, while means and standard deviations were 
calculated for continuous variables. All statistical analyses were conducted using STATA/IC software 
(StataCorp LP, College Station, Texas).

RESULTS
Among the 207 participants, 100% reported that their current gender differs from their assigned gender at 
birth. The majority identified as non-binary (40.6%), followed by transgender men (29.5%) and transgender 
women (13%), with an average age of 30.2 years [Table 1]. A high level of interest in GAS was observed, 
with 89% expressing interest [Table 2]. When seeking information about GAS, participants primarily relied 
on online forums or communities such as Reddit and Tumblr (24.6%) and medical websites such as 
WebMD and Mayo Clinic (21.3%). Social media platforms were also frequently used (17.4%), alongside 
healthcare professionals (15%) and personal stories (13.5%) [Figure 1].

Regarding the use of ChatGPT, 73% of participants had used the platform, though only a small subset 
(6.7%) used it specifically as a resource for GAS information. Participants who used ChatGPT for GAS 
information generally had positive perceptions, with 70% rating the information as moderately to slightly 
useful. Additionally, 40% of users felt ChatGPT had a positive influence on their decision-making process, 
and 80% expressed moderate to high levels of trust in the information provided.

When comparing ChatGPT’s information to other sources, 25% of users found it comparable to advice from 
healthcare providers, while 60% viewed it as similar to information found on medical websites. However, 
20% considered ChatGPT’s information somewhat worse than that on medical websites, and 30% found it 
somewhat worse than scientific journals. Despite these varied opinions, a majority (60%) of ChatGPT users 
indicated they would recommend the tool to peers considering GAS.

Participants used ChatGPT to search for various GAS-related topics, with the most common being facial 
feminization, facial masculinization, and mastectomy (18.2% each). Other frequently queried topics 
included metoidioplasty, phalloplasty, and breast augmentation (13.6% each). 30% of participants used 
ChatGPT to learn about surgeon information. Many also sought information about surgical risks, 
techniques, and recovery processes, although some felt the platform provided insufficient detail on financial 
considerations (23.1%) and recovery information (15.4%). Despite these limitations, ChatGPT was seen by 
many as a useful supplementary resource.

Several participants shared their personal thoughts and experiences using ChatGPT for GAS information. 
One participant noted that “ChatGPT gave a detailed explanation of what gender-affirming surgery is”, 
while another commented that it “can be efficient to an extent”. Others appreciated its straightforwardness, 
with one remarking that it was “pretty accurate to what I wanted to know... and straight to the point”.

DISCUSSION
This study aimed to characterize the use of ChatGPT as a resource for obtaining information about GAS 
among transgender and gender-diverse individuals in the United States. While most participants had used 
ChatGPT, its application specifically for GAS information was notably limited compared to more traditional 
resources such as online forums and medical websites. These findings align with prior research suggesting 
that patients navigating complex health decisions, such as GAS, prefer personalized, human-centered 
resources over automated tools[9,10]. There are several reasons why participants may not have wanted to use 
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Table 1. Demographics

Characteristic Value

Age (mean; SD, range) 30; 9.3, 18-73

Gender identity

Agender 12 (5.8)

Cisgender man 3 (1.4)

Cisgender woman 3 (1.4)

Gender fluid 8 (3.9)

Gender queer 9 (4.3)

Non-binary 84 (40.6)

Transgender man 61 (29.5)

Transgender woman 27 (13.0)

Race/ethnicity

American Indian or Alaskan Native 7 (3.4)

Asian/Pacific Islander 27 (13.0)

Black or African American 26 (12.6)

Hispanic 28 (13.5)

White/Caucasian 99 (47.8)

Multiple ethnicities or other 20 (9.7)

Sexual orientation

Asexual 29 (14.0)

Bisexual 53 (25.6)

Gay 26 (12.6)

Lesbian 16 (7.7)

Pansexual 25 (12.1)

Queer 41 (19.8)

Straight (heterosexual) 14 (6.8)

Other 3 (1.4)

Geographic region

Midwest 56 (27.1)

Northeast 41 (19.8)

South 62 (30.0)

West 48 (23.2)

Highest level of education

Elementary school 1 (0.5)

Some high school 6 (2.9)

High school/GED 34 (16.4)

Some college 76 (36.7)

Bachelor’s degree 69 (33.3)

Graduate level degree 21 (10.1)

Employment

Full-time employment 72 (34.8)

Part-time employment 47 (22.7)

Student 29 (14.0)

Unemployed 39 (18.8)

Disabled 14 (6.8)

Other 6 (2.9)
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Table 2. Mean interest in GAS by gender identity on a 10-point Likert scale

Characteristic Interest in GAS (0-10)

Gender identity

Agender 4.2

Cisgender man 3.7

Cisgender woman 3.3

Gender fluid 4.5

Gender queer 6.0

Non-binary 4.4

Transgender man 8.4

Transgender woman 7.6

GAS: Gender-affirming surgery.

Figure 1. Primary source of information for GAS. GAS: Gender-affirming surgery.

ChatGPT as a leading information source. Participants specifically commented on the efficiency and 
straightforward nature of ChatGPT compared to other sources. Future studies should seek to evaluate 
platforms that offer a variety of perspectives beyond efficiency alone - such as those that include high-
fidelity images, opportunities for human interaction, or a sense of community - elements that are currently 
missing from ChatGPT’s functionality[6,12].

Prior studies have emphasized the importance of personal experience and relatability in health decision 
making, particularly for marginalized groups such as transgender and gender-diverse individuals[13,14]. Social 
media platforms and online forums have become essential spaces for peer support and sharing firsthand 
experiences, offering a level of emotional validation and specificity that LLMs like ChatGPT are unable to 
replicate[15-17]. Although ChatGPT can deliver broad, data-driven responses, its utility in addressing the 
personal, psychological, and emotional aspects of GAS decision making appears limited[4,18]. This may 
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explain why it is not yet seen as a primary resource for making such important medical decisions.

The underutilization of ChatGPT for GAS information could also be attributed to broader concerns about 
the accuracy and trustworthiness of LLMs in healthcare settings. Several studies have raised alarms about 
the potential for LLMs to disseminate misinformation or oversimplify complex medical concepts, which can 
lead to patient confusion or misinformed decisions[4,19]. Furthermore, the ability of LLMs to account for 
patient-specific factors, such as individual medical histories or co-occurring health conditions, remains 
limited. For transgender patients, whose healthcare needs are often highly specialized and require tailored 
interventions, this lack of personalization could further diminish trust in ChatGPT as a reliable resource.

Interestingly, despite the limited use of ChatGPT for information on GAS, some participants did report that 
it positively influenced their decision making. This indicates that while ChatGPT may not currently serve as 
a primary resource, it may have greater utility as a supplementary tool, especially as LLMs evolve to 
integrate more specialized medical data and provide real-time, accurate patient feedback. Furthermore, 
research in fields such as ophthalmology and urology has shown that, while LLMs can provide reasonably 
accurate and comprehensive information, they often fall short of addressing the full range of patient 
needs[20,21], underscoring ChatGPT’s potential to complement, rather than replace, traditional sources of 
medical information for GAS[22].

This study additionally identified several areas where ChatGPT’s content could be improved to better meet 
the needs of individuals seeking information on GAS. Participants specifically noted that ChatGPT 
provided insufficient details on financial considerations, surgical techniques, and recovery processes - key 
elements required in the decision-making process for GAS. This mirrors findings from other research where 
LLMs have been criticized for their inability to provide comprehensive, context-specific medical 
information, particularly in areas that require detailed, patient-centered guidance[18]. These limitations are 
particularly concerning in fields like transgender healthcare, where access to accurate, personalized, and 
affirming medical information is often limited[23-25].

From a broader perspective, the findings of this study emphasize the ongoing need to guide patients toward 
trusted, reputable sources of medical information, especially for GAS, where misinformation can have 
serious and life-long consequences. Healthcare providers should guide patients toward high-quality 
resources, including peer-reviewed medical websites such as GAS websites produced by academic 
institutions, such as our institution’s transgender care website https://genderaffirmingsurgicalcare.ucsf.edu/, 
and consultations with trained professionals. It is also equally important to approach the integration of 
LLMs into healthcare with caution, emphasizing that these technologies should complement, rather than 
replace, human expertise and empathy.

Our study is not without limitations. The small number of participants who used ChatGPT specifically for 
information on GAS limits the generalizability of our results. Additionally, the reliance on self-reported data 
introduces potential biases, such as over-reporting or under-reporting the use of ChatGPT or other 
information sources. Self-reported demographics such as gender identity and sexual orientation may also 
introduce bias into the results given differences in participant understanding of specific terms, which could 
differ from widely accepted definitions. There are limitations to the use of Prolific, including reliance on 
self-reported data, the potential for participant bias due to financial incentives, and the fact that the 
participant pool may not fully represent the general population. While Prolific participants may not fully 
represent the broader population, prior research has shown that data quality from Prolific is comparable to 
or better than other commonly used platforms such as MTurk. Efforts were also made to reduce the risk of 

https://genderaffirmingsurgicalcare.ucsf.edu/
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inaccurate data through attention-check questions and Prolific’s required demographic verification. Our 
survey was not exhaustive and did not offer the opportunity for detailed responses such as reasons for 
ranking ChatGPT lower than other sources. However, the diversity of our sample, in terms of gender 
identity and racial background, provides a valuable snapshot of the current landscape of information-
seeking behaviors among transgender and gender-diverse individuals considering GAS.

The implications of this study extend beyond the immediate context of GAS. As LLMs become more 
integrated into the larger healthcare landscape, it is essential for researchers and clinicians to continually 
assess their utility in various fields, particularly those that require high levels of personalization and patient-
centered care. At the time of the study, ChatGPT was not a primary resource for participants seeking 
information about GAS. However, among those who utilized it, the platform was generally well-
recommended. As AI technology continues to gain popularity, it is likely that its use for sourcing 
information about GAS will increase. Future research should investigate how ChatGPT and other LLMs can 
be adapted to better address the needs of patients considering complex medical procedures. This may 
involve incorporating multimedia features, such as video explanations or interactive Q&A formats, to 
improve user engagement and build trust. Additionally, future studies should aim to increase sample sizes 
and include more diverse populations to provide a more comprehensive understanding of patient education 
within complex surgical domains. Including definitions of key terms for participants in future surveys could 
also help minimize variability in understanding and improve consistency in responses.

In conclusion, this study found that ChatGPT was underutilized as a resource for information on GAS, 
though it had a positive impact on patient education and provided useful information for those who did use 
it. Participants rated ChatGPT as moderately helpful but identified gaps in areas such as financial 
considerations, surgical techniques, and recovery details. These findings highlight that while ChatGPT 
shows promise as a supplementary resource for patients considering GAS, it is not yet perceived as a 
primary source of reliable information. Given the critical need for trustworthy and comprehensive guidance 
during the decision-making process for GAS, this emphasizes the importance of steering patients toward 
more trusted, human-centered resources, while continuing to refine language models to better meet the 
needs of diverse patient populations.
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