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Abstract

This paper investigates the issue of decentralized control for interconnected semi-Markovian systems with partially
accessible transition rates (TRs). Firstly, adynamic system model with a memory event-triggered mechanism (METM)
is designed, which can effectively improve the fault tolerance of the event-triggering mechanism by employing the
historical trigger data. Then a state feedback control model with dynamic METM is constructed, in which the semi-
Markovian parameters with completely unknown and partially known transition probabilities are considered. Some
sufficient conditions that insure the stochastic stability of the interconnected semi-Markovian systems can be ob-
tained by utilizing the Lyapunov function and suitable model transformations method. Meanwhile, the parameters
and the controller gain matrices of dynamic METM are also solved simultaneously by applying the linear matrix in-
equalities (LMlIs). Finally, a simulation example is given to verify the effectiveness of the proposed method.

Keywords: Decentralized control method, interconnected semi-Markovian jump systems, partially accessible transi-
tion rate, dynamic memory event-triggered mechanism.
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1. INTRODUCTION

With the prompt development of modern industry, the requirements for system scale and control objectives
are increasing. Many single systems improve their own characteristics through interconnection to meet local
and global performance requirements!!), Nowadays, interconnected systems are widely used in actual pro-
duction and life, such as power systems 2], intelligent transportation systems (3], and network communication
systems!*). The interconnected systems are large-scale composite systems which are composed of several sub-
systems connected in a specific way. Interconnected systems usually have strong coupling, strong uncertainty,
high dimensions, and other characteristics. Thus, the existing traditional control strategies designed for a
single system are difficult to directly solve the analysis and control problems of interconnected systems 5,
Therefore, many scholars are devoted to the control analysis and design for this kind of large-scale system.

Recently, decentralized control methods have been applied to interconnected control systems, where the sub-
system only uses its own information to achieve the control design. Due to its simple structure, low cost, and
high reliability, the decentralized control method has drawn wide attention in the control design of large-scale
complex systems, and numerous research results have emerged [, For example, a decentralized control strat-
egy for the linearized power system with different load distributions was studied in (). A decentralized adaptive
sliding mode control mechanism for the stability of large-scale semi-Markovian jump interconnected systems
was proposed in['®'!], and a decentralized output feedback control for large-scale systems with communica-
tion delay and random shortcoming measurements was studied in (>, Recently, it has also witnessed rapid
growth in the application of decentralized control methodologies in the field of engineering. For instance, a
decentralized Markovian jump H, control routing strategy for mobile multi-agent networked systems were
investigated in '], The adaptive fuzzy decentralized tracking control for large-scale interconnected nonlinear
networked control systems was studied in ('), and a Lyapunov-function based event-triggered control was
adopted to develop nonlinear discrete-time cyber-physical systems'®). However, the decentralized control of
interconnected systems is still an open field to be developed, and there are still many problems to be discussed.

It is noticed that most actual systems are often affected by some sudden changes during operation, and such
systems can be represented by Markovian jump systems (M]JSs). However, the residence time in MJSs fol-
lows exponential distribution and the distribution of residence time has no memory, that is, the transition
rate is a random process independent of past modes, which brings some limitations to its application 7). In
comparison with MJSs, the dwell time of semi-Markovian jump systems (S-MJSs) can obey non-exponential
distributions, such as Weibull distribution and Gaussian distribution. The S-M]JSs release the limitation of the
probability distribution function and reduce the conservatism of the system, thus they have wider application
in practice!'8). In recent years, many important theoretical advances and practical significance for S-MJSs can
be found. For example, the authors in!**) studied the dynamic output feedback control for a class of linear
S-MJSs in the discrete-time domain. The stability of singular switching S-MJSs with uncertain TRs was de-
veloped in[2°), In[2'], by using the LMI method, the authors studied the stochastic stability of linear S-M]JSs,
where TRs were divided into different parts. It is often difficult to fully know the jumping probability of modes
when the system is modeled as a MJS or S-MJS. It is noticed that the TRs in S-MJSs are more complex because
they stick to a more ordinary distribution instead of an exponential distribution 22>}/, Consequently, the
study of different forms of TRs would increase the complexity of the process of control design. Recently, an
estimation method has been proposed for nonlinear S-M]JSs with partially unknown transition probability and
output quantization, see!>* and the literature wherein. However, few related works involve exactly unknown
and uncertain bounded transition rates of interconnected S-M]Ss, which is one of the main motivations of this

paper.

Additionally, the event-triggered mechanism (ETM) was drawn to avoid the waste of network resources. Com-
pared with the periodic sampling method, the ETM can avoid the generation of data redundancy 2>-?”), How-
ever, if the event-triggered threshold argument is a constant, it is difficult to fit in the variety of outside and
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internal environments. The methods for solving this problem can be summarized as the following two types:
the adaptive event-triggered mechanism and the dynamic event-triggered mechanism (DETM) 22!, For in-

stance, the authors in 3]

proposed an improved dynamic ETM to handle fault detections and isolation issues.
And the authors in*Y studied the adaptive event-triggered problem of networked interconnected systems. It
should be noted that the majority of triggering conditions are devised based on the diversity between the cur-
rent sampling signal and the latest released packet'*?). In the above DETM methods, when the relative error
between two sampled signals is faint, the current packet is unlikely to be released. Thus, the error message is
not sufficient to reflex all dynamic characteristics. A sensitive DETM should consider more system trends in
order to achieve a good balance between system performance and utilization of communication resources **/,
For instance, during the transient process, when the system dynamic curve achieves the response peak, the
proportional error among two sampled signals is faint *4l. The DETM is unlikely to deliver the packet. How-
ever, we expect more sampled signals to be delivered in order to curtail the transient process. For this purpose,
we design a weight-based dynamic METM on the base of the existing literature >}, Applying some of the
recently released information to ETM has shown to be effective in improving system performance. Obviously,
the dynamic METM can appropriately release more packets and get better control performance under the same
triggering parameters within a predefined limited time interval *”). To our knowledge, there are few results on
dynamic memory event-triggered control for the interconnected semi-Markovian jump systems, which is the
second motivation that lead to our current study.

Enlightened by the viewpoints above, this paper focuses on the decentralized control for a dynamic mem-
ory event-triggered interconnected S-MJSs with partially accessible TRs. The main highlights of this paper
are summarized below: (1) a decentralized control model for the S-MJSs with partially accessible transition
rates is constructed, where a weight-based dynamic METM is first developed to reduce the signal communi-
cation burden and save limited broadband resources; (2) construct a semi-Markovian jump mode-depended
Lyapunov-Krasovskii functional, and some sufficient conditions are deduced to guarantee the asymptotic sta-
bility of the considered system. The controller gain matrices and weighting matrices of dynamic METM are
gained in terms of the LMIs technique. Meanwhile, the design scheme proposed is verified via a simulation
example.

The rest of this paper is described as below: Interconnected semi-Markovian jump system models with mem-
ory event-triggered mechanisms are established in Section 2. Some main results are presented in Section 3. A
simulation example is given in Section 4, and a concise conclusion is drawn in Section 5.

Notation: In this paper, R” and R represent the n-dimensional Euclidean space and the set of n x m real
matrix respectively; the superscripts PT and P~! stand for transposition and inverse, respectively; diag{- - - }
indicates a block diagonal matrix; O > 0(> 0) denotes a positive matrix; E{X} submits the mathematical
expectation of the stochastic variable X; the notation ” * ” stands for the symmetric structure.

2. PROBLEM STATEMENT

2.1. System model description
Consider an interconnected semi-Markovian system, which is defined in a fixed probability space (X, F, P)

and composed of N subsystems X;(i = 1,2, -- -, N). The dynamic description of the i th subsystem is as follows
N
51(1) = Aulr)m(0) + Biru( + Y Gl @), M)
j=1,j#i

where x;(r) € R" and u;(¢) represent the state vector of the i th subsystem and control input, respectively. The
matrices A; (1), Bi(r;) are of proper dimensions. G;;(r;) denotes the interconnection matrix of the i th and
J th subsystems; {r; > 0} defines a continuous time semi-Markovian process taking discrete values in a finite
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Figure 1. A framework of decentralized control system with METM.

set S ={1,2,---,s} and the generator is given by

T ()6 +0(0),m # 1,
Prirys =llr,=m} = (2)
1+ 7 (6)6 +0(8),m=1,

where § > 0 and éin(l) @ =0, m,,;1(6) > 0, m # [, denotes the transition rate from mode m at time 7 to mode
—

[ at time 7 + 6, and satisfies 7, (0) = — Xj_; 1, Tmi(6) < O, for each v, = m € S. More universal uncertain
transition rates are taken into account with the following cases. (1) 7,,,;(9) is completely unknown; (2) 7, (6) is
not completely known but there are upper and lower bounds. In case (2), we assume that 7,,;(6) € [x,,;, 1]
in which 7, , and 7,,; are known real constants meaning the lower and upper bounds of 7,,,; (6) respectively. The
parameter matrix of the system (1) can be abbreviated as (A, Gjim» Bim). The TRs matrix can be described

as

m11(6) ? m3(6) - ?
? ? 723(8) -+ mas(0)
{) 7752.(5) ‘) . . ﬂss‘(é)

where 7" represents a completely unknown element of TRs. For brevity, Vm € S, let A, = A, x U Ay
where A\, x = {l : m,,;(6) known upper and lower bounds for/ € S}, A, .k = {/ : 71 (6) completely unknown for
[ € S}.

2.2. Interconnected semi-Markovian jump systems with dynamic METM

To economize network resources and improve data transmission efficiency, here one introduces a dynamic
METM. Unlike the other ETM, which only uses instantaneous system information, the proposed METM con-
siders the historically triggered information. Suppose the event-triggered time of the current sampling data
is tyh, where 1 (k = 1,2,3,---) and h represent some positive integers satisfying 1 < {0, 1,2,---} and the
sampling period of the sensor, respectively. Define the difference between the latest released sampling data
and the current sampling data

AB (1) = xi(tigur ) = xi(th + €h), g = 1,2, , M, (3)

where € € N; = {1,2,---}, M denotes the memory length, and #; / indicates the event-triggered instant. The
next releasing instant 744 1 is determined as follows

M
teah = teh+ mingeh] ) yg (A (0) QAL (1) > 6,0 (1 + eh)Quxiich + eh)), (4)
EEN]
g=1
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where ©; > 0 are the weighting matrix; y, € [0, 1] are the weighting parameters of the corresponding packet
and satisfy 22/1: 1 Yq = 1. 6;(t) are the memory event-triggered threshold and meet the following conditions

L 6
0X(r)  6:i(1)

M

6i(1) = ( ) D v (A () AL (), (5)
g=1

where 6;(7) € (0,1] and 6y > 0 is used to regulate the release rate of sampling data. The framework of the

decentralized control for interconnected semi-Markovian jump systems with a dynamic METM is shown in
Figure 1.

Remark 1. From (5), we can obtain that the dynamic threshold 6;(7) is related to the error variable e;];)(t).
When the error variable tends to zero, for instance, the system tends to be stable at the equilibrium, the dynamic
threshold converges to a constant. When 6;(¢) > 0, 6;() is monotonically increasing, which means that the
release rate of data at the sampling time will reduce. On the contrary, when 6;(¢) < 0, 6;(¢) is monotonically
decreasing, the release rate of data at the sampling time will increase. In particular, when 6;(¢) = 0, the event-
triggered condition becomes the traditional memory event-triggered condition ?2).

Remark 2. By using the historical trigger signals, a memory-base event-triggered condition is proposed in (4),
where the past events are assigned appropriate weighting values. This METM can not only save network re-
sources but also can improve the fault tolerance of the event-triggering mechanism compared to the traditional
design.

We divide the sampling time interval [7x/ + Ty, tx+1h + T41) into ey + 1 parts as follows:
[teh + Ths it h + Tir) = VI, (6)

where/ =0,1,2,---, EMEM = min{l|tkh+(l+1)h+Tk > l‘k+1h+‘1’k+1} and I, = [l‘kh+lh+‘l'k, tk+1h+l/’l+/’l+7'k+1),
7 denotes the network induced delay. Define delay function 7;(¢) = — (txh + €h), and we can get

0t <7(t) <t +h <1y,t el (7)

Define the error variable ef;;) (t) = x;(tk—g+1h)—x;(tx h+€h), and combine the delay function 7;(¢) = t—(tyh+eh),
then we can obtain

Xi(thogurh) = e () +x;(txh + €h) = e (1) +xi (1 = 7:(1)). (8)
The control input u; () in system (1) can be designed as

M M
wi(0) = D K roxilt-gnh) = ) K [ely) (6 +xi(t = ()]t € 1. ©)

q=1 q=1

Based on the above analysis, system (1) can be rewritten as

M M N

. k

51(1) = Aimi (1) + Bim > KL xi(t = 7(0)) + B Y Kih el ()4 > Gjimx; (1), (10)
g=1 g=1 j=1j#i

where K/ is the controller gain matrix. Next, a definition and some lemmas will be innovated to deduce the
subsequent results of this paper.

Definition 1([1¢)): Suppose V(x(1),r;,¢ > 0) is a functional candidate, then the infinitesimal operator IV ()

is represented as

E{V(X(t + 6)7 rl+6)|x(t)9 rl} - V(x(t)» rl)
5 .

IV(x(0),rr) = lim (11)
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Lemma 1(*#)): For a given scalar y; € (0, 1), the continuous function 7;(¢) € (0, 7] and %;(z) : [-7,0) —
R™, there exist positive symmetric matrices R; € R">" and S; € R?"*2" to make the inequality hold

t
TM/ xiT(s)R,-xi(s)ds > wTﬁliwl + wgﬁziwz + ZwTSicug, (12)
-ty
where
Rii=Ri+ (1 — ) (Ri = SRS, Roi = Ri + pi(Ri — SF RS, Ri = diag{R:, 3R},

xi(t = 7(2)) = xi(t — ) ] o= | O =X = Ti() ]
xi(t=7(0) +xi(t —n) =200 )7 |xile) #xit = (1)) = 200

Sli SZi:| 1 t 1 /t—‘r[(t)
Lol = —— x;(8)ds, ppj = ————— x;(s)ds.
Ssi Su P (1) Ji—u) H(s)ds, pa i = Ti(1) Ji—ey 1(s)

wi =

o

Lemma 2(32%0)): For a real scalar a; > 0, the matrices W; > 0, X;,, > 0, the following inequality holds

~XimWi Xy < =20 Xip + @?Wi,m € S. (13)

3. MAIN RESULTS

Our purpose is to co-design the memory controller (9) and dynamic METM (4) so that system (10) with
partially accessible transition rates is stochastically stable. By utilizing the Lyapunov function method, some
sufficient conditions that insure the stochastic stability of the interconnected semi-Markovian system (10) are
given. Then, a controller design scheme based on LMI is given in Theorem 2.

Theorem 1. For given positive real number 74y > 0, @; > 0,y > 0,80 > 0,&;; >0(j =1,2,3,--- ,M +3),
and y; € (0, 1), the interconnected semi-Markovian jump control system (10) is said to be randomly stable
with partially accessible transition rates and dynamic METM if there are positive symmetric matrices P, > 0,
Qim > 0,Q; >0,R; > 0,Q; >0, and matrices Kl.‘in, Sii, 82, S3; and Sy, with proper dimensions, such that the
following matrix inequalities hold:

Case 1. If A\, #0and A\, # 0, m € A\, 4, forVj € A, x> we have

éim * * * * * * * *
llr:t —¢im * * k * s £ k *
l—‘lzni 0 R * * * o * * *
F?,,l, 0 0 —gnR; * * * * *
L 0 0 0 —&3R; * * * *
0 (14)
oo 00 0 —eu; . N
relo 0 0 0 0 —eimnRi  x %
r’ o 0 0 0 0 0 R *
o0 o 0 0 0o - 0 0 -R
Qi+ ), mu(h(Qi-Q;j) <0, (15)

LNk
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where
E}l * * % ES %k %
=21 =22 * * * * *
m m
=31 =32 =33 * * * *
“im “im im
=41 g2 243 B4 . N
= = m Tim TIm s
lan) = ~ = =~
" ‘5‘167? Zim _S4i S4i Sim :26 * ’
Chi 0 0 0 0o = *
~M+5,1 AMA+5,M+5
B 0 0 0 0 0 B
.-.11 ”ml(h)
= sym{PinAiun} + Q=41+ w)Ri+ Qi+ Y = ) A (W)(Pa = Piy)].
—Ak
IeAm,uk le/\m,k

Case2. If A\, #0and A,k # 0,m € A\, > for Vj € A, x> we have

N
~
—

Eim * * * % * % % *
11 5
e —Pim * * * * % % %
Flzni 0 —R; * * * * * *
00 R s . . £
r 14”]’ 0 0 0 —-&i3R * * * *
oo 0 o0 0 —suR; * x|S0
61
e o 0 0 0 0 —simnRi x
7 0 0 0 0 0 0 —R; *
sl 0 0 0 0 0 0 0 -R;
Pz'm_PU —0 le_Qlj >0
-Q; + Z i (h)(Qi — Qij) < 0,
lE/\m,k
where
=11 * * * * * *
=21 =22 * * * * *
m m
=31 &2 &3, L, .
“im “im —im
=4l 242 243 E44 . "
R - N e
() = — — ~
" j’6"11 im _S4i S4i = im 66 * ’
‘:‘im 0 0 0 0 Mtm *
=M+5,1 AM+5,M+5
E4ST 0 0 0 0 0 M

_‘lr}l = sym{PimAim} + Qim + T Qi — 4(1 + )R,

ﬂml(h)
! ,e/\Z: ~Tmm (h) — Ak [le; Tt (h) (Pt = Pij) + tmm (h) (Pir = Pij)]-

Page 7 of 23

(16)

(17)

(18)
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Case3. If A\, x =0, \pyur # 0, m € )\, 1> and there exist [ # m and l € A, ,x, we have

'élm * k % * % * * &
l"l.lni _¢im * * * * * * *
rioo  -r o« * * # %
Fi3nl1 0 0 —enR; * * * * *
r, 0 0 0 —&ei3R; * * s *
oo 00 0 —suRi * s x| <0 (19)
rélo 0 0 0 0 —gimaRi  x *
r 17,'1 0 0 0 0 0 0 R, *
FS; 0 0 0 0 0 0 0 —R;
where

é!l % * 3k 3k 3k 3k

=21 =22 * * * * *

m ~tm -

=31 =32 E=33 * * * *

m m l

=41 Z42 243 B4, " "

= | sl Zm T T
—im :‘lﬁnf v -8y Sy (o ~>l(<’6 * ’

Chin 0 0 0 o =, - *

EM+5,1 0 0 0 O 0 EM+5,M+5

Lim m

B = sym{PimAim} + Qim + Qi — 4(1 + ) Ri + ammy () (Pim — Pij)-

=im
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In addition, the other scalars are given as follows

& = Z(K;)TB,-T,,% = 2(1+ pi)Ri = Sii = S — S — Sur,

'_'22 = —2(4 +/J,)R - 281, + 282, - 28’;, + 284, + Q.l, S = —81[ - Sz,' + 83[ + S4,',
H32 = _2(2 - ,Ll,)R +81i -8 =S5 +S4u—-l3n: =—Qim 4(2 ﬂl)Rl’

—im

B = —Sai — Suin Bl = S5 — Sy +3(2 - u,)Rl,::‘,i =3(2 - u)Ri, By = =32 = u)R;,

"51 =31+ p)Ri, B2 = =S80 +3(1 + ) Ri, By = =3(1 + )Ry,

l"_‘lm 1y Hlm

:?,},=( ) B Pim, B = =001, > = (KO ' BY P, E M = —00ym €,
F},,ﬁ:[ggmﬂm 00000 - o],

Pim = —(N = 1)~ diag{e}' Pim, - - ,SJ_-llpjm,j#,“' EN1PNm )

P20 =R [P B DN K, 00 0 Bkl - Bkl
=R [Am 0 0 0 0 0 -~ 0],

ri = l[o B TM KL 0 0 0 0 - 0],

r5‘_TMR [0 0 0 00 Bk, 0],

l=ryRi [0 00 000 - BkM],

) =tuRi[Gijm 0 0 0 0 0 --- 0],

Page 9 of 23

Ri=—(N-1)"diag{(1+ep+e3+- - +&ms3) R, (L+gpn+ e+ +&m43) " Rjojsi»

-1
,(I+en+en3+---+eyms) Ry},

0 Sll' + S3i —81,' + Sgi —Sgi 0 0 0
Fgl _ 0 Szi + 84,' —Szi + 84,' —84,' 0 0 0
m Sli + 83,' _Sli + 83,' 0 0 —83, 0 0|’
Szl' + 84,' —Sz,' + 341' 0 0 —34, 0 0
Ri = diag{~(1 - )" Ri, =3(1 = )™ Ri, 17 'R, =37 ' R}

Proof: Define the following Lyapunov-Krasovskii functional V(x(z), r;):

N
V(x(t),r,) = Z[Vl (x;(2), 1) + Va(xi(2),ry) + V3(x;(2), 1) + Va(x;(2), )],
i=1

where

Vi(xi(1),r2) = x7 (P (ro)xi (o),

Vao(xi(2),ry) = / t x] (5)Q; (ro)xi(s)ds + / t x] (5)Qixi(s)dsdv,

- TM —-™

Vs(xi(1), 1) = Tag / AT ()R (s)dsd,

Ty

Va(xi(t),r) = 591' (t).

According to Definition 1, we can get

(20)
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IVi(xi(t), 1)

1
= lim, 5{[1:%,, Prirus = llry = myx] (i + 8)Puxi(t +6)]
+ [Pr{riss = mlry = myxf (1 + )P (1 +6) = x] () Pinxi(1)]}

S Prirns=1lr =

’"}x,.T(r +6)Puxi(t +6)]

- 513& 5 [l=1,l¢m Pr{r, =m}

+ Jim (15 i ’”{’;j;[”: . }: " (1 4 6)Pos(1 + 8) = X1 (1) Poms ()]

= Jig, %RZZ el e P10 v
+ lim + [Mx?(; +8)Pimxi (t +8) — X} (1) Pimxi(1)]

650t 6~ 1= ¢m(h)

S

.1 At (@ (B +6) — ¢ (h))
= lim = [,:%:‘tm = X1 (t +6)Pux;(t +6)]
+ Tim [M(x?(; +6) = xT (1) Ponxi (£ + 6)]

6-0v 6" 1= ¢u(h)
1[1_¢m(h+5)x ¢m(h+6)_¢m(h)
I- ¢m(h) I- ¢m(h)

5—0% O
where £ is the dwell time when the system jumps from the previous mode to mode m, ¢,,(h) represents
the cumulative distribution function of residence time when the system (10) maintains in m th mode, A,y
represents the probability density from mode m to mode . Using the properties of cumulative distribution
function, it can be seen that
1 ¢m(h +6) - ¢m(h) _

1 =¢u(h+6) . 1
S T s Toeum )

§ (P (i (1 +8) = x;(1)) = x; (D) Pimxi (D],

where 7, (h) represents the transition probability of the system in mode m. When m # [, we have m,,;(h) =
A7 (h) and 7, (h) = — Zle#m i (h), one derives that 3V (x; (1), r,) = xiT(t)(Zf:le T (W) Pi)x; (1)

+ ZxF(t)Pimxi(t).

According to [22] there is a scalar si‘]l € (0,&, 11, and we know that

N N N N N
Dol P Y Gimxi() < D (e D X[ (DG Pin D Giimx; (1) + &3 x] (VPunxi(1). (23)
i=1 J=lj#i i=1 J=lj#i j=lj#i

Similarly, the IV, (x; (1), r;), IV3(x;i(1), 1), IVa(x;(t), r;) can be written as

IVa(xi (), 1) = x] (O)Qimxi (1) = X[ (t — Ta) QimXi (t — Tag)

s () Quxi (1) + /

-ty

(5@ + D 1 () Q)i (5)ds.
I=1

IV3(xi(t), re) = Tagk} (R () — T / X (s)Rii(s)ds,

—Tnm

M M
SVa(xi(1), ) = 9%) D g (AR )AL (1) = 0 D" 7y (A% ()T QAL (1)
! g=1 g=1

M
<! (0 = (1) Qi (1 = 71(1) = 60 ) vg (el (1) Qiels (1),
g=1
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According to Lemma 1, one further comes to

where

And

—Ty

—Tm

&= [T JTe-n@) Te-m) 200 205,

=11 * * * *
m
=2l =22 * * *
m “im

= =31 '—'32 =33

. o o= |- =

=im “im  Tim  Tim * *
s =2 8 s
m m m m
Bl g2 g3 gM og»
m m m m m

B2 = =24+ u)Ri — 281 + 280 - 2331 + 2341, B Slz Szi + SSi + Sy,

22 = 85— Sy +3<2 mve,,:“ 32 ) REY = 32— )R,

l?h‘[m

X (ORx (1)
M
= (Aimxi(1) + By Y Kihxi(t = 7:(1)) + Bi Z Ki el ()"

M M
Ri(Aimxi (1) + Bim D Kixi(t = 7(0) + Bi ) K el (1)
g=1 g=1

+27 () AL R Z Gjimx; () +2x7 (1 — T,(t))ZKq "8I R; Z Gjimxj (1)
J=Lj# =1 Jj=1j#i
N

M N
2> (e ()KL BLR: Z Giimxj (D + D X[ OGHRi D Grimx; (1),
g=1

J=Lj# J=Lj#i J=Lj#i

Page 11 of 23

T (9)Riki(s)ds < ENOEiméi(1) + (1 — ) 0T SR ST wy + 0w STR ' Siw,, (24)

=31+ )R B2 = =Soi + 3(1 + )R, B = =S, Bt = Su, B2 = =3(1 + up)Rs.
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where
N N
D OALR D Giimx; (1)
i=1 ]:1 J#i
<Z<<N—1> Z &%) (DG RiGijmxi (1) + &5 5] (DAL RAuxi (1)),
Jj= 1/#—1
N
Z(z)c?(r—n(r))ZK;’mTBm > Gjimxj(1)
i=1 g=1 j=1,j#i
<Z<<N—1> Z £i3x] (t = Ti(0) G, RiGyjmxi(t = 7 (1))
Jj= 1/#—1
+erxl (1 - 7(1) Z K!8 R B, Z K xi(1 — (1)),
q=1 =

N M N
D@D OVKL BLR D Gimx (1)
i=1  g=1 j=1,j#i

N N

Z((N— N Y eax! (DG, RiGimxi(1) + &5 Z(e“’(r))TK;{,,TB;RiBimZK,%,, S,

i=1 j=1j# q=
N N N N N
Z( Z KOG NRi Y. Grimxi(0) < DN =1) > X (G, RiGimxi(1).
i=1 j=1,j#i J=Lj#i i=1 Jj=1j#i

Letn; (1) = [fT(t) (e(k)(t))T (eg;?(t))T]T, then we obtain

N
V(x(t),r,) < Zn?(t)[rlom_i_(l—*ll)Tp lrll +(F21)TR 1F21 +8_1(F3I)TR 11—~31 5 (1—~41)TR 11-41

im~ im im im im
i=1

+8!4 (F )TR Flsni zM+1 (F )TR FGI + (th)T7€ 1F71(F1m

)R T Imi(1)
N

= > 0 (O (0),
i=1

where I'? = 5, (casel), 0 = E;,(case2), T = E,(case3).

Therefore, if IT;, < 0 and —Q; + X7_; 7 ()@ < 0, the interconnected semi-Markovian control system (10)
with partially accessible TRs and dynamic METM is stochastically stable. Considering the partially accessible
transition rates, we will get the corresponding conclusion from the following three cases.

Case 1. If Ay # Oand A\, # 0, m € N\, > denote Ax = Xjep,  Tmi(h) . Since A\, # O, then one
derives that Ax < 0, thus }};_, 7,,,;(h)Pi can be presented as

_ ﬂ'ml(h)
an,(hmz =2+ Y m(Pa= 30w WPy =4 3 P (25)
L€Nm 1€ N\muk 1€ A,k 1€ Nomuk
Obviously, there exists 0 < ”’f’—/l(kh) <1 € Npuk) and Ziep ”’f’—/l(:’) = 1. So forVj € A, .k thereis
- _ ﬂml(h)
Zﬂ'ml(h)pil = Z A ( Z Tt (h) (Pir = Pij))- (26)

=1 L€ N\ muk L€ N\m.k
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According to Schur complement, it is inferred that (14) is equivalent to IT;, < 0 and (15) is equivalent to
-Q; + Z?:] Tt (M@ < 0.

Case2. If \,, ; # 0and A\, # 0, m € A\, k> denote A = Yyep  Tmi(h). Since A\, # 0, we know that
Ax > 0, thus 33)_ | 7, (h)Pi can be presented as

D am (P = > (WP + tm (NP + D T (DPy
=1

L€\ m.k L€ Nk 1#Fm

= Z ”ml(h)Pil + ﬂmm(h)Pim - (ﬂ'mm(h) +/lk)

1€ A,k L€ N\ pp,uksl#m

ﬂ'ml(h) (27)

. . it (h i (B : :
It is obvious that 0 < #(h))—/lk < 1€ Apau) and Tiep, #(h))—ﬁk =1.SoforVj € A, J # m, there
is

s (R
Z T () Py = Z #fz))—/lk( Z i (B) (Pit = Pij) + Tmm (h) (P — Pij)). (28)
=1 1€ N i 1#Em 1€ m.x

By applying Schur complement and 7,,,,, (h) = — Zle’lim 71 (h), it is deduced that (16), (17) are equivalent
to IT;,, < 0 and (18) is equivalent to —Q; + X7_; My (h)Q; < 0.

Case3. If A\, = 0and A,k # 0, m € A, k> assume there exists [ # m and [ € A, . Denote A; =
Tmm (h) = ammy (h). Noting that Ay < 0, 33)_; 7, (h)P; can be presented as

”ml(h)
_/11{

D (WP = T (W) Pim + D Tt (WPit = Tun ()P —

=1 1€ A\ il #m Le N uksl#m

Pir- (29)
It is obvious that Yjep 12m Tmi(h) = —7mm (h) = =4 > 0. So for Vj € A, 4k, j # m, there is

Z ﬂrnl(h)Pil = Z ﬂ-'il—/l(kh)[nmm(h)(Ptm - Pl)] = ﬂmm(h)(Pim - Pij) = am”ll(h)(Pim - Pij)- (30)
=1

le/\m,uk’l¢m

By applying Schur complement and 7,,,,, () = — Z;:l,l,fm 71 (h) , we konw that (19) is equivalent to IT;, < 0.

In summary, if inequalities (14) — (19) hold, the interconnected semi-Markovian control system (10) with
partially accessible TRs and dynamic METM is stochastically stable.

Remark 3. Theorem 1 designed sufficient conditions to ensure (10) is stochastically stable. However, it is dif-
ficult to directly use this result to acquire the controller gain matrices. Theorem 2 gives a LMI-based sufficient
criterion for the solvability.

Theorem 2. For given a positive real number 7y > 0,a; > 0,y > 0,80 > 0,&; >0(j =1,2,3,--- ,M +3),
u;i € (0,1) and 7y, (h) € [z, T, the system (10) with partially accessibl_e TRs arEI dynamic METM is
stochastically stable if there are positive symmetric matrices X;,, > 0, Yl‘fn >0,Qi, >0,Q;, >0,R;, >0,Q; >0,

and matrices K?

e §1,~, gzi, §3i and §4l~ with proper dimensions, such that the linear matrix inequalities hold:
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Case 1. If A\, # 0and A\, ,x # 0, m € \,, 4, forVj € A, x> we have

Bimm ~ * * * * * . N . By
Ty Tim . ' . . .
Ty 0 o®) - : ' . .
r,, O 0  &2®(R) - * . * *
FZW} 0 0 0 e3®(R;) * x * * .
_im 0 0 0 8,‘4@(%,-) * o % <Y, (31)
f:’)’i 0 0 g,-,M+3<I)(7_€i) >ii *
T 0o o 0 0 0 . 0 R«
—81 N
m 00 0 0 0o ... 0 0 R
Etm m * * * * * % % s
—1l =12
12’? Lim * * * * % o o
L, 0 ®®R) = * . " £
i’lf 0 0  end®R) = . ) L s
I11'm 0 0 8[3@(R,~) * * % %
T 0 0 0 0 £is®(R;) * o x| <0 (32)
—6 ’ o :
1—‘im 0 0 Ei,M+3(D(Ri) >kv *
f;,,} 0 0 0 0 0 . 0 R x
Fim O 0 0 O 0 e O 0 _ﬁi_
-Q; + DR Tt () (Qi — Qi) <0, (33)
-Qi+ 2iep,,, Tml(h) (Qi - Qi) <0, (34)

where

Em i ; * * * * * %
0 ':'im,ﬁ k k ES %k * *
=31 =33
=im 0 Sim * * * * %
=41 =43 =44
Sim 0 Sim —im * * * *
= =51 =53 =54 =55
Zimgn = ig,ll 0 :.lﬁn; Sim  Sim " * - % ,
Eim 0 E‘im _84[ S4i E‘im * Ce «
=71 —77
Zim 0 0 0 0 0 B, %
ZM+6.1 —M+6,M+6
Sim 0 0 0 0 0 0 Eim
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r—11
Eimm o s s 3 3 s cen %
-
0 Bimm * * * * *
—31 —33
Zim 0 Zim * * * * o *
! =43 =M
Sim 0 Sim Sim * * * *
— —51 —53  —54 =55
Simm = | S 0 Sim o Sim Sim * * U * ’
—61 —63 = = =66
Sim 0 Sim -S4 Sai Sim * e *
—71 —77
Eim 0 0 0 0 0o &, - *
=M+6,1 =M+6,M+6
=, o 0 0 0 0 0 =

Eimg = SYM{Aim Xim} + Qim + Ty Qi — 4(1 + )R, + Z Tmi (h) (Xir = Xij),

le/\m,k
—» _
B = SYM{Aim Xim } + Z T (h) (Xi = Xij),
LENm i
Eimm = SYM{Aim Xim} + Qim + T Qi — 4(1 + p)R; + Z 7 () (X = Xij),
le/\m,k

=2
Eimm = Sym{Aim Xim} + Z 7 (W) (X = Xij).
leNm i

Case2. If A\, ; #0and A\, . # 0, m € A\, x> forVj € A, x> we have

Simm * * * * * * * *
=11 =12

l21111 Lip * * * * .- * * *
_l{? 0 (I)(ﬁl-) * % % * % %
I, 0 0  en®(R) * * e * * *
—41 —

| R 0 0 0 en®(R;) * e i * *
=51 —

w00 0 0 ewd®) s soow |50 6
61 g

Fim 0 8[,M+3(I)(R[) * *
T o 0 R, #
T, 0 0 0 0 -R
éim,m % 3k k k k % 3k k
—=l11 =12

im Lim * * * * * * *
F,S,,IL 0 ®(R) * * * * * *
Fim 0 0 en®(R;) * * * * *
ﬁ‘,i 0 0 0 s,-3CI>(§,-) * * * *
B0 0 0 0 eudR) ; . | <0 G
—61 ' o

Lim 0 eimp3®(R;) = *
FZ,:Z 0 0 —R; *
—81 N
| R 0 0 0 R
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Xim — Xij 2 0,Qim — Qi 2 0,

-Q; + ity Tmi(h) Qi - Qi) <0,
~Qi+ Tiep,,, T (M) Qi = Qi) <0,

where
=L % * * * % %
im,im )
0 522 — * * * * *
im,im
=31 —33
Zim 0 Sim * * * *
=41 =43 =44
Sim 0 Eim Bim * * *
=51 —53 =54 =55
Eimin = ft6m 0 En B En ”; *
—61 —63 = = =66
Zim 0 =im -S4 Su =im *
—71 —77
Eim 0 0 0 0 0 &,
=M+6,1
=" O 0 0 0 0 0
=l * * * * * *
im,m
=22
0 :‘im,m * * * * £
=31 —33
Zim 0 Sim * *
=41 =43 =44
Zim 0 Sim —im *
- —51 53  —54 —55
im,m = igm 0 :‘%m Zim —im *6 *
B 0 ZE, -S4 Su &, =
=71 =77
Eim 0 0 0 0 0 &,
=M+6,1
=" O 0 0 0 0 0
Ell

lE/\m,k
=22 = —
':‘im,ﬁ - Sym{ﬂimxim} + Z ”nzl(h)(xil - Xz'j) + ﬂmnz(h)(Xim - Xij),
le/\m,k
Ellnl@ = sym{Aim Xim} + Qum + Qi — 4(1 + ) R; + Z 7 (W) (Xir = Xij

le/\m,k

Elznzzm = sym{Aim Xim} + Z 7 () (X = Xij) + 7, (h) (Xim — Xij)-
Ie/\m,k

i = SYMAA i Xim } + Qim + T Q; — 4(1 + ) R; + Z Tt (M) (Xit = Xij) + Tum (h) (Ximm = Xij)s

() (Xim = Xij),

http://dx.doi.org/10.20517/ces.2023.10

(37)
(38)
(39)
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Case3. If A\, 1 =0, \pyur # 0,m € )\, 1> and there exist / # m and / € A, ,x, we have

—.'élm’m * * * * * * * *
—11 —=12
izm | R, * * * * * * *
—21 —
Lim 0 @R * * * * * %
—31 —
i 0 0 en®(R;) * * * * *
—41 —
| 0 0 0 en®(R;) * * * *
—51 — <0 40
S S 0 0 eud(R) ; . s . (40)
—61 —
r,, O 0 0 eima3®@Ri) o+ x
Fim 0 —Rl’ *
—81 N
i 0 0 0 0 —R;
where
=11 * * * * * * *
im,m .
0 =22 * % % % % %
im,m
—31 =33
Eim 0 Eim % % % % %
=4 =43 =M
Eim,m = Zim 0 Sim Sim Zim * * * .
=01 =03 I, Q. =
—71 —77
Eim 0 0 0 0 0o &, - *
=M+6,1 =M+6,M+6
Zin 0 0 0 0 0 0 Eim

é:ilnlq,m = sym{ﬂimxim} +aim + TMai - 4(1 + /li)ﬁi + amﬂ'll(h)(xim - Xij),
R Sym{ﬂimXim} + amﬂ'll(h)(xz’m - Xij)‘

—im,m
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M

= Z YITBL = 2(1 + u)R; - S1i — Sy - S3 - Sui,
B = —2(4+ p)R; +281; — 285 + 285 — 284, Fp _sl, + S0 — Sa — Sar,
5?2 =22 - )R = S1i + Sai + S3i - S4i,§?m = —Qim —4(2 - )R,
B =Sy + 54,52 ——83,+S4,+3(2 1) Ris By = 3(2 = 1) Ris By = =3(2 = )R,
B = 3(1+ u) R B = S+ 3(1+ )Ry, Boe = =3(1 + )R,
§l7n11 y! TBsz’E _00y1§l’HM+61 _ YMTBzTrm :M+6 M6 _ — Oy,
_},},z[ximggm 00000 O o],
_1'11721 = —(N - ) 'diag{e;;' Xim, - -- ,3_-|1Xim,j¢i e Xim )
B =ty [AinXin 0 B XM Y0 000 0 By, B M|
o= [AmXsw 0 0 0 0 0 0 o,
Tw=mw [0 0 B XM 8 0 0 0 0 |,
To=m[0 0000 0 Byl 0],
To=m[0 000000 By Y],
T =ty [GimXim 0 0 0 0 0 0 - 0],

~

Ri=—(N—-1)""diag{(1 +&epn + &3 +-

J(1+ena+ens+- - +enus) ' @Ry)},

D(R)) = 20 Xim + & R, 1= {1, j(j #0),-- . N},
0 0 31,‘ + 33,' —31,- + §3i _§3i 0
=81 0 0 82,' + S4i —82,' + 84,' —841' 0
m S1,+S3l 0 —81,'+S3i 0 0 —Sgi
Soi+8s 0 —Sy+S8y 0 0 -S4

ot Ems) PR,

(1 +eptept- +gj,M+3)_l®(ﬁj),j *1,

o O O O
o O O O

R, = diag{~(1 — )" Ri. =3(1 = 1) "' Re, —7 ' Re, =307 'Ry }.

=y?x:1

Furthermore, the memory controller gain matrix is K =Y X; 1.

_701

lm’

Proof Deﬁne Xim

then pre-multiplying and post-multiplying (15),(17),(20) with diag{Xim, - - -

Xll‘f’l > Rl_l

R R R R R lev les sz’ Xm} reSPGCUVel}’, and define Ylm = Kthtm’ le = leRIlem’ th =
lelelea Sll = leSltlea 821 = leSZtlea 831 = Xm1S3tXmu 841 = leS4l im»s Qi = szQ XtmsQ =

Xim€ Xim.

According to Schur complement and Lemma 2, and considering 7,,;(h) € [x,,(h), Tm(h)],

(31),(32), (35), (36), (40) can be obtained. This completes the proof.

Remark 4. For a given dwell time £, the TR 7,,;(h) can be regarded as a linear combination of its upper and
lower bounds, namely 7, (h) = B17mi (h) + B2z, (h), where 81 + 82 = 1 and B1 > 0, 5> > 0. We can change

B1 and B, to get the corresponding value of 7, (h).

Remark 5. Theorem 2 presents a solution algorithm in terms of linear matrix inequality to obtain the con-

troller gains. However, the transition probability in Case 3 is completely unknown. We introduce a,,7;; (1) to
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replace the unknown 7,,,,, (1), in which a,, is a parameter to be estimated. If this case exists, we can obtain the
estimation value of parameter a,, by employing the optimization algorithm in [24],

4. SIMULATION EXAMPLE

This section will give an example to verify the feasibility of the above theoretical results. We consider a
semi-Markovian interconnected system composed of three subsystems, and the relevant parameters are as
follows 2%

0o 5 0 0 5
F = [981 ]ﬂ” [0.31 —1]’ﬂ21_[—9.81 —14] Az = [0.31 —1.4]’

0 5 0 5 0 0
ﬂ31=[ },ﬂn:[ },311=312=[ ],821=322=[ ]

-9.81 -0.5 -0.31 -0.5 0.5 0.4
0 O 0 0 0 O
B3 =83 = [0 33] Gl = [1 } Gin = [1 O] ,Goi1 = [0 g 0] Grin = [0.8 O] ,
0 0O O
G = [05 0] Giio = [0.5 O]'

? ?
mo1(h)  ma(h)
known transition probability, and 72 (k) € [0.4,0.7], w22 (h) € [-0.6, -0.3]. The scalars and positive matrix
are chosen as 7py = 0.1,a,, = 0.5,y = 0.8,&;1 = & = €3 = gia = 1,74 = 20 and R; = I, respectively. By solv-
ing LMIs in Theorem 2, the weighting matrices in equation (4) are Q; = 0.3844,Q, = 0.3839,Q3 = 0.3792,
and the corresponding controller gains are

The transition probability matrix of system (10) is [ }, where ”?” represents a completely un-

K|, =[0.1456 -0.2717] K}, = [-0.2089 -0.3153],
K|, =[-3.5900 -15.3939],K7, = [-3.6974 -15.8393],
Ky, = [0.1452 -0.2697] K3, = [-0.2548 -0.3342],
Ky, =[-2.6929 -12.1132] K3, = [-2.7779 -12.4794],
K3, = [0.2304 -0.2927] K3, = [-0.1659 -0.3184],

Ky, =[-1.9339 -12.7768] K3, = [-1.9851 —13.0934].

The initial conditions are given as x;(0) = [—0.45 O.SS]T ,x2(0) = [0.5 —O.S]T ,x3(0) = [—0.95 O.SS]T.
Figure 2 shows the states response of dynamic METM with M=2. To illustrate the effectiveness of the designed
method, Figure 3 presents the state’s response without control input. Figure 4 plots the control input of the sys-
tems. Figure 5 shows the switching states of the semi-Markovian process. Figure 6 depicts the data-releasing
instants and intervals of dynamic METM with M=2. Figure 7 describes the instants and intervals of memory-
less ETM (the case of M = 1). From Figure 6 and Figure 7, we can see that the event-triggered times for M=2
are significantly less than the case of M=1, which illustrates that the dynamic METM has more advantages in
reducing the number of released signals.

5. CONCLUSION

In this paper, a dynamic METM has been drawn for the decentralized control of interconnected semi-Markovian
systems with partially accessible TRs. Considering both the dynamic METM and partially accessible TRs, a
new kind of interconnected semi-Markovian system model has been designed. By applying the Lyapunov
function theory and the LMI techniques, some sufficient conditions have been obtained to ensure the pro-
posed system is asymptotical stability. Meanwhile, the controller gain matrices and the parameters of dynamic
METM are also solved simultaneously. Finally, a simulation example has been used to verify the effectiveness
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Figure 2. The state's response of dynamic METM with M = 2. METM: memory event-triggered mechanism.

State Response

03

02

01

Control Input

02

03

04

Time(s)

Figure 3. The state's response without control input.

10

—ult)
—uylt)
u(t)

2 3 4 5 6 7
Time(s)

Figure 4. The control input of the three systems.

10

of the developed method, which illustrates the proposed dynamic METM can save more network resources
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JNAN MTmﬁjrmjﬁm

P T e L e 0 1]

T bt DL L [ 0]
Titne(s)

Figure 6. The data-releasing instants and intervals of dynamic METM with M = 2. METM: memory event-triggered mechanism.

St g L 0T T
EGOTT 1THUTW’W M TATTMTJ L’ HMJTTB ?ITTTTTWHJ
L L kbl D i

Figure 7. The instants and intervals of memoryless ETM (the case of M =1). ETM: event-triggered mechanism.

than the memoryless event-triggered mechanism.
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In the future, we will pay attention to the distributed memory event-triggered control design for interconnected
systems via the observer method. Moreover, the memory event-triggered security control problem for the
interconnected Markovian jump systems with cyber attacks is also an interesting issue, which is left to be
developed.
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