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Abstract
Large component manufacturing relies heavily on manual operations and human workers. Human-centric solutions 
can preserve industry-specific knowledge, extend capabilities, and improve job performance. Three robotized 
technologies were developed for shipyard operations: ABB™ and KUKA™ robot hand-guiding systems (HGS), a 
lightweight collaborative system for plasma cutting, and a cost-effective 3D projection system for retrofitting. 
These technologies were developed at the open didactic factory, which served as platforms for rapid technological 
advancement. The HGS was integrated with ABB™ and KUKA™, and the 3D projection technology and lightweight 
collaborative system offered a cost-effective solution for small and medium shipyards. However, transitioning to 
non-flat surfaces presents challenges due to geometric variations and discrepancies between the computer-aided 
design model and the actual component.
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INTRODUCTION
Manufacturing large components involves designing components into sub-assemblies, which are then 
assembled in a specific sequence. This process is influenced by factors such as materials, geometry, and 
accessibility. Shipbuilding often opts for manual labor over digital robotized solutions due to considerations 
such as tolerances, expensive equipment, and the need for immediate access to components[1]. At the same 
time, the shipbuilding is a significant contributor to the global greenhouse gas emissions. Amidst growing 
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political and social pressures for reducing the environmental impact, the shipbuilding industry is adopting
advanced solutions such as Shipyard 4.0 to enhance efficiency and sustainability[2,3]. Digital transformation
of shipbuilding sector is needed to address technology adoption and reduce carbon footprints[3]. While
integrated data management[4] improves product traceability and quality, human skills remain crucial for
sustainability[5]. Tools such as human-centric robotics technologies powered by artificial intelligence (AI)
and Augmented Reality/Virtual Reality (AR/VR) can support the human workforce for improving
manufacturing digitization, efficiency, quality, and sustainability of large-sized components[6].

This research contributes to human-centric robotics, enhancing shipyard operations through improved
production, efficiency, and green innovation. These technologies facilitate the adoption of green
technologies, boosting productivity and green product development, thereby reducing energy use and
reliance on traditional energy sources. This paper focuses on hand-guiding systems (HGS), 3D 
projection, and collaborative robotic technologies.

● High-payload industrial robots, a mature technology, are used in manufacturing large-sized
components[7]. However, they present challenges in flexibility, necessitating significant investment and
dedicated space, which limits their adaptability in operations. HG industrial robots can mitigate these issues
by enabling the manipulation of heavy components, reducing reliance on traditional jigs and fixtures, and
leveraging digitization capabilities. This not only enhances production system efficiency but also aids in
emission reduction. Nonetheless, in practice, HGS often struggle to balance the support of heavy 
weights with the transparency required for human manipulation.

● Significant research efforts have been dedicated to exploring the application of AR/VR for construction
supervision, maintenance, and assembly instructions. These instructions can include textual, visual, or
auditory information[8]. There is also a growing interest in projection-based AR, which offers immersive
human-machine interfaces (HMI) to help human operators perform tasks more quickly, accurately, and
with fewer mistakes, thereby reducing the dependence on engineering paper-based drawings[9]. However,
projection systems often fall short in terms of portability, range, and flexibility.

● Portable collaborative robots, capable of operating within closed structures, have been a focus of past
research[10]. Despite their potential, many tasks are still performed manually, which is not only error-prone
and energy-intensive but also hinders the efficiency and sustainability of production processes.
Collaborative robotic technology, a mature field, is becoming more accessible thanks to the development of
small, portable robots. This advancement opens up new possibilities for applications such as welding and
cutting in narrow ship structures, with the ability to integrate digital infrastructure. However, there remains
a need for human-centric, portable robotic solutions to address customized, low-volume manufacturing
tasks.

Finally, this opens the possibility to explore the concept of open didactic factories[11] for technology
validation. This can also be extendable to other topics, such as demonstrating technology specifications and
preserving technology skills, although these are outside the scope of this paper. Technology validation was
achieved to raise awareness among industrial companies about the advantages and benefits of industrial
robotics, portable projection systems, and mobile manipulators, and their impact. This concept is designed
to equip and enhance the workforce for emerging manufacturing ecosystems at different stages of their
product life cycle. In this way, their overall impact, including on the environment, can be assessed before
their deployment at the shipyards.
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This paper is structured as follows: we begin by detailing the technology-wise methods, which includes an 
explanation of the scenario at didactic factories, materials, and procedures involved. This is followed by a 
presentation of the results, organized according to the different technologies used. The paper concludes 
with a discussion section, which not only presents the results but also outlines potential future research 
directions.

METHODS
HG technology for industrial robots
Scenario
Manipulation scenario for HG industrial robots was selected to move large components within the shipyard 
and simulated in the didactic factory [Figure 1A]. This task, designed to simulate a human-robot shared 
workspace, used the hand-guided industrial robot to manipulate large pre-fabrication components. The 
safety system was devised that dynamically switches between autonomous and collaborative modes. This 
paper focuses on the HGS aspect of the safety system. When the robot picked up a large component, it 
triggered the collaborative mode. Assisted by the HGS, the human operator moved the robot to the desired 
position for the next fabrication process. The safety system automatically and dynamically switched between 
working modes, i.e., autonomous and collaborative. When the robot picked the large component, the 
collaborative mode was activated. With the assistance of the HGS, the human operator can then maneuver 
the robot to the desired position for the next fabrication process.

Material
The system consisted of three main components: an industrial robot (ABB™ and KUKA™), a force/torque 
(FT) sensor (SCHUNK™), and an HMI (joystick from ABB™) [Figure 1B]. The software comprised two-
layered architectures. One layer provided an interface to communicate with the hardware and the main HG 
module layer. The HG was centered on the PID-based force controller whose inputs are the current robot 
position and force and return the position/speed command, adjusting force and torque with the 
proportional part.

Procedure
The configuration of the HGS involved four steps. First, the controller parameters were computed to 
achieve a soft and correct controller response. Next, the sensor was calibrated to identify adapters and 
devices attached to the robot tool. In the third step, the controller was enabled and had the operator move 
the end effector/tool to the piece position for pickup. Finally, this process was repeated with unknown loads.

The hand-guided, reaction-based force controller detects human intent to move the robot using a joystick 
and a calibrated FT sensor. This controller processes the FT sensor information in conjunction with the 
position data of the robot to generate the desired robot trajectory during hand-guided motion. To ensure 
better robot movement performance, it is important to set the Denavit-Hartemberg (DH) specific robot 
model parameters in the main controller and calibrate the FT sensor to account for the load from tools, 
joystick, and other components attached to the sensor.

Externally guided motion (EGM) feature of the ABB™ robot software was leveraged, and the robot sensor 
interface (RSI) feature of the KUKA™ robot software was exploited to communicate with externally 
developed controllers. Chosen communication protocols supported high-speed (250 Hz) communication. 
However, the KUKA™ RSI operates on position commands, while the ABB™ system is velocity commanded. 
Therefore, deploying this controller for KUKA™ requires additional computational operations to integrate 
speed within the control loop time to send to the robot.
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Figure 1. HGS. (A) ABB™ and KUKA™ robot moved by an operator using HGS; (B) Hardware and software relations. HGS: Hand-guiding
systems.

Portable and cost-effective 3D projection technology
Scenario
The retrofitting application was selected within a didactic factory testbed, simulating a real-world scenario 
[Figure 2A and B]. The computer-aided design (CAD) file of the retrofitting structure was available, aiming
to project the anticipated fabrication work onto the structure. This approach seeks to guide operators
through their tasks without resorting to traditional paper drawings and cumbersome measurement tools.

Material
The newly developed pan/tilt mechanism, featuring two degrees of freedom, offered a range of motion from
0º to 306º in the pan axis and -66.5º to +66.5º in the tilt axis, as demonstrated in Figure 2C and D. Weighing
approximately 10 kg, the unit can support up to 9.5 kg payload and is mountable on any flat ferromagnetic
surface via a MagMount Superior 300 MagSwitch. The system, equipped with an EPSON EH-TW5400
projector and a Zed 2i camera, delivered a resolution of 1,280 × 720 at 60 fps, enabling efficient perception
and projection.

Procedure
The procedure encompasses three primary steps: scanning the target area, applying a localization algorithm,
and projecting operational data. Initially, the pan/tilt system scans the area, moving the projector
bidirectionally to gather 3D data for the digital reconstruction of the target area for future fabrication. The
localization algorithm then compares this reconstructed model with its corresponding CAD model, using
an Iterative Closest Point (ICP) algorithm[12] to optimize by minimizing the distance between observed and
CAD points. Lastly, the procedure involves projecting dimensions or operational information onto the
scanned area, a process crucial to the system accuracy due to its dependency on the localization of the
projector relative to its surroundings.

The intrinsic parameters of the 3D camera were calibrated using chessboard pattern methods, and a similar
camera was utilized for projector calibration using known circular patterns[13]. The real-world location of the
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Figure 2. 3D projection Pan/tilt mechanism. (A) Real prototype inside didactic factory; (B) Real prototype on the ceiling; (C) Range of 
movement of pan/tilt mechanism; (D) FOV range envelope of the pan/tilt mechanism. FOV: Field of view.

system and its relation to the CAD were established through a point cloud captured with the ICP algorithm.
The efficiency of the algorithm is contingent on accurate initialization, necessitating the development of two
approaches to prevent issues when the initial state is far from the solution. The Feature Search algorithm
approach employs 2D features to estimate the initial pose of an object, leveraging the ability of 3D cameras
to generate 2D images. This approach is challenged when the object is symmetrical or lacks unique features,
necessitating the use of markers on both the CAD and real object or an alternative method. It involves an
initial pose estimation where a human manually selects an approximate viewpoint through a user interface.
This method is particularly suitable for objects with symmetries or limited distinctive features, as it provides
an initial approximation of their pose without requiring markers.

After establishing the spatial relationship between the object and the camera-projector system, the next step
was to project information onto the object. Using the calibration matrices and the transformation
determined through ICP, an accurate projection is achieved.

Portable lightweight collaborative robotic technology
Scenario
Plasma cutting operation was selected during pre-fabrication and retrofitting for developing the lightweight
robotic solution inside the didactic factory [Figure 3]. Robot was randomly positioned on the wall within
the double hull structure. However, it can also be mounted on the ceiling or floor using the magnetic base.
The CAD files of the double hull structure were accessible. The main objective of the robotic system was to
localize itself using the perception system and scan the surrounding environment. It then projected the
cutting profile from the digitized operation drawings onto the localized digital representation of the double
hull virtually. Finally, the robot autonomously followed the cutting profile, completing the cutting job.
Similarly, we can apply this technology to welding scenarios.

Material
As depicted in Figure 3, the MagSwitch magnetic base was used to position the robot UR10, equipped with
an Intel RealSense D435 camera and a Hypertherm Duramax Hyamp 180 plasma torch powered by a
Hypertherm Powermax 85 power plant, on the hull block wall. Plasma cutting parameters were defined as
follows: we set the tool speed at 60 mm/s, the torch piece distance at 1.5 mm, and the perforation delay time
at 0.5 s. The intensity was selected at 80 A, the initial perforation height at 3.8 mm, and the air pressure at
6.5 bar. Finally, the material width was selected at 6.5 mm.
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Figure 3. The collaborative robot fixed to the wall of the double hull structure of the didactic factory with the plasma cutting torch.

Procedure
As mentioned earlier, the robotic system primarily aimed to employ the perception system for self-
localization and scan the surroundings. The configuration of the collaborative plasma cutting consisted of 
four main steps. First, cutting parameters and scanning areas were defined. Next, the computer was 
triggered to enable the perception to perform localization and optimization. Then, the calculated 
information was shared with the robot. It then projected the cutting profile from the digitized operation 
drawings onto the localized digital representation of the double hull virtually. Finally, the robot performed 
the cutting operation by following the respective profile, which was verified with the help of the onboard 
camera.

RealSense depth camera was mounted to the UR10 collaborative robot flange as an eye-to-hand 
configuration and positioned inside the hull block, facing the processing area. The robot was moved to 
several positions near the processing area to capture an image at each position. Point cloud images taken 
with the camera were stitched to create a larger image. The last captured image was utilized to manually 
locate the robot in its real surroundings, offering a first approximation by comparing the image with a 
nearby hull block CAD view.

ICP algorithm and CAD matching localization methodology were applied similarly to 3D projection. The 
only difference was the hardware. After the localization, the intended cutting operation was virtually 
projected over the hull block and shared the information with the robot, which then automatically executed 
the routines, considering the cutting parameters and desired shape. For this study, simple shapes, such as 
circles, squares, and triangles, were considered.

RESULTS
HG technology for industrial robots
In this section, the results of the HG of industrial robots for manufacturing large components are bundled 
into communication verification and FT sensor validation for ABB™ and KUKA™ robots.
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First, the communication between the FT sensors and the HG modules and between the robot controller 
and dynamic switching of operational modes with the help of Robot Operating System (ROS) was 
established. The findings verified the software abstraction between ABB™ and KUKA™ robots and the high-
speed communication between the HG controller and the ABB™ EGM interface and ABB™ robot software 
KUKA™ RSI. In addition, the feature Operational Mode was confirmed, exhibiting the smooth switch 
between automatic and manual mode successfully. We demonstrated our results for the ABB™ and KUKA™ 
robots and presented the possible technology extension to the COMAU™ robotics. Other industrial robots 
were not presented as they are outside the scope of this study; however, we anticipated that with a similar 
procedure, it could be extended to any industrial robot.

Second, the validation and verification of the FT sensor were exploited for ABB and KUKA robots.

● In the case of the ABB™ robot tests, the system was in “Manual Mode”, which was integrated with the 
HMI (joystick) [Figure 4]. Applied forces and the real cartesian position of the robot (xyz) were analyzed. 
Controller noise correction from the force input data was observed in Figure 4A and D (dash). This data 
was recorded from an ABB™ robot mounted on a support with rotations in the Y and Z axes. Thus, Z 
movement on the sensor influenced the other positions. Between Figure 4A and D (dash), in the last applied 
force peak, the tool center point (TCP) decreased its position in the -X axis. In the Z axis, the robot TCP 
maintained its position, in the beginning, when more -Z effort was applied, the robot elevates in the Z axis, 
as demonstrated in Figure 4C and F (dash). The results showed the smooth desired position generated by 
the module by processing the noisy force and torque input from the operator sensed by the joystick and the 
FT sensor.

● In KUKA™ robot tests, we achieved a smooth response by obtaining the command to send with a window 
interval twice the control frequency to correct these values. In this case, we computed the new command 
due to the obtained velocity from the HG module, the current position of each joint, and twice the control 
loop following the Uniform Rectilinear Motion equations. Therefore, we are controlling in 0.05 s but 
computing the value in 0.1 s. Hence, we ensure that the robot will perform a smooth movement without 
stopping and moving in each sent command.

Portable and cost-effective 3D projection technology
Figure 5A shows the validation results of the projection technologies in five steps. The red point cloud 
represents the scan area of the retrofitting structure. The system calibration axis is also depicted in the 
middle. The scanning outcomes were consistent with continuous recording of the structural information in 
three continuous scans in the pan direction. Figure 5B presents the fused point cloud information from the 
required scans. We noted the homogeneous stitching of the digital representation from the scans. Figure 5C 
illustrates the ICP iteration process with 820 iterations, and it aligns the grey target which was the CAD 
model-based point cloud information with the green point cloud taken from the scans. We observed the 
good alignment of both point clouds. Figure 5D displays the results of projecting the thickness of the beams 
in the retrofitting structure and window profiles. The projections correctly followed the structure profiles of 
interest, exhibiting good accuracy for the display features perpendicular to the projector position. 
Distortions were visible for the oblique and distant display features.

Portable lightweight collaborative robotic technology
The localization and the plasma cutting results are shown in Figure 6. Figure 6A showcases the point cloud 
reconstruction of the double hull structure. The reconstruction was completed successfully and the main 
features such as the openings, corners, and steps can be verified with the naked eye [Figure 6B and C]. An 
initial guess of the location of the system concerning the structure can be observed. Figure 6D shows the 
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Figure 4. Hand-Guiding Module random force and position results in three axes. (A-C) The HG force torque sensor output in the form of 
the wrench with respect to time; (D-F) The cartesian position when HG wrench was applied at the HMI corresponding to the sample 
time. HG: Hand-guiding; HMI: human-machine interfaces.

Figure 5. Projection results. (A) Scanning; (B) Stitching; (C) Optimization; (D) Feature display.

optimization result of the point cloud and the CAD model. Figure 6E shows the overlap of the green point 
cloud on the grey CAD model. Furthermore, it also displays the results of the overlaying of the round 
cutting operation on the top of localized double hull digital representation. Finally, Figure 6F presents the 
result of the execution of the plasma operation.

DISCUSSION
Three human-centric, robotized technologies designed for large-scale manufacturing operations in 
shipyards are presented in this paper. These innovations include ABB™ and KUKA™ robot HGS for 
manipulation tasks, a cost-effective projection system for information display during retrofitting and pre-
fabrication processes, and a lightweight collaborative system for plasma cutting.

The proposed HGS has been successfully integrated with two major industrial robot controllers, ABB™ and 
KUKA™, and the COMAU™ robot. The integration process involved the use of a developed ROS controller, 
which allowed us to analyze the topics and endpoint data types. The analysis led to the conclusion that the 
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Figure 6. Lightweight collaborative robots for cut openings results. (A) Quick deployment of a UR10 portable cobot to a magnetic base 
for reconstruction; (B) Generation of a CAD model, and comparison of the initial guess with the generated point cloud; (C) Optimization; 
(D) Initial guess results; (E) Representation of the cutting operation overlay on top of the point cloud overlay; (F) Demonstration by 
robotized cutting. CAD: Computer-aided design.

KUKA™ approach would be suitable for COMAU™ robots, as both are position-commanded through ROS
controllers. This technology has been extended to other industrial robots, with an example from the 
Mari4_YARD project[14] where the technology was implemented for the COMAU™ robot. However, 
there are inherent limitations to HG technology. These include position-based control 
strategies, safety, standardization, and legislation.

In the future, more research will focus on velocity, higher derivative control strategies, and standardization
activities. These areas present opportunities for further exploration and development of this technology.

The proposed 3D projection technology offers a promising solution for small and medium shipyards. It
provides a cost-effective and lightweight system with a wide tilt angle range. However, transitioning to non-
flat surfaces, particularly during oblique projections, presents certain challenges. A notable increase in error
is observed, which can, under certain conditions, extend to several centimeters, because the angular errors
are magnified due to the curvatures and irregularities of the surface. Additionally, distortions occur since
the projected light falls on a larger surface. This variability in error underscores the system sensitivity to
geometric variations. Another factor contributing to the observed errors is the discrepancy between the
CAD model and the actual component. These deviations can originate from manufacturing variations,
unforeseen deformations, or unrecorded alterations in the design. While these inconsistencies may seem
minor during the design phase, they become more prominent in projection accuracy. Besides these
limitations, we envision the system can be used in shipbuilding applications, such as identifying structural
failures, locating cables and pipes in a wall, or inspecting tiny components. In the future, the focus will be
on enhancing the accuracy of this system.

In the case of collaborative robots, off-the-shelf sensors are utilized for area scanning. The portability of this
technology for welding applications is evaluated, thereby enhancing its usability. This technology, however,
shares similar limitations and future research directions with 3D projection. In addition, in the future, the
integration of this system with the enterprise resource planning (ERP) system of the shipyards is envisioned.

The development of these technologies took place at the didactic factories. These facilities serve as platforms
for rapid technological advancement, allowing for short development cycles. Such didactic factories will
significantly contribute to the evolution of emerging technologies. In the future, the research will focus on
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the vertical integration and data management of the presented technologies in the didactic factories for the 
full design life-cycle demonstration of large components and their environmental impact.
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