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Abstract
At present, artificial intelligence is booming and hasmademajor breakthroughs in fault diagnosis scenarios. However,
the high diagnostic accuracy of most mainstream fault diagnosis methods must rely on sufficient data to train the di-
agnostic models. In addition, there is another assumption that needs to be satisfied: the consistency of training and
test data distribution. When these prerequisites are not available, the effectiveness of the diagnosis model declines
dramatically. To address this problem, we propose a semi-supervised joint adaptation transfer network with condi-
tional adversarial learning for rotary machine fault diagnosis. To fully utilize the fault features implied in unlabeled
data, pseudo-labels are generated through threshold filtering to obtain an initial pre-trained model. Then, a joint do-
main adaptation transfer networkmodule based on conditional adversarial learning and distancemetric is introduced
to ensure the consistency of the distribution in two different domains. Lastly, in three groups of experiments with dif-
ferent settings: a single fault with variable load, a single fault with variable speed, and a mixed fault with variable
speed and load, it was confirmed that our method can obtain competitive diagnostic performance.
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1. INTRODUCTION
The intelligent development of modern industrial technology leads to the gradual complexity and system-
atization of machinery and equipment [1]. As essential equipment in modern industrial applications, rotary
machines play a vital role in ensuring efficient and reliable operations. Key components, such as bearings and
gears, are critical to the proper functioning of these machines, and any faults can disrupt the normal rotating
mechanism. In engineering practice, bearings and gears are prone to faults due to improper assembly, corro-
sion, overload, poor lubrication, etc [2]. If the equipment fault is not detected in time, it may affect the regular
operation of the equipment and cause economic losses. In more serious cases, it may even put the lives of oper-
ators at risk. The early detection and prediction of bearing and gear faults in rotary machines will significantly
enhance the safety of machinery production and avoid the loss of lives and property caused by mechanical
faults. Based on the literature [3,4], fault diagnosis methods for rotary machines are divided into two main cat-
egories: traditional fault diagnosis methods that rely on manual signal analysis and newer methods that use
neural network diagnostic models to mine fault features.

For the past few years, deep learning techniques have made significant breakthroughs in artificial intelligence
fields, and the advantages of automatically learning and extracting valid information from data are gaining
increasing attention. By using sensors to acquire vibration signals and other relevant data and processing the
data with deep learning algorithms to extract features that correspond to fault data, it becomes feasible to
recognize and rectify potential faults [5]. Unlike traditional fault diagnosis methods that use signal processing
techniques combined with machine learning classifiers to perform fault diagnosis [6], deep learning-based fault
diagnosis models can automatically mine and analyze the underlying mechanisms of faults to obtain accurate
fault classification performance with sufficient data [7]. However, in practical engineering scenarios, mechan-
ical equipment mainly operates normally, and failures are relatively rare. Therefore, the amount of fault data
collected is usually limited. Furthermore, the distribution of data collected under changing operating condi-
tions, such as speed, load, and surrounding environment of rotary machines, can vary considerably, which
may affect the reliability and stability of diagnostic results [8].

Transfer learning is a machine learning technique that allows for the transfer of knowledge learned from one
task to another, with the aim of improving the performance of the latter task [9]. In the context of diagnostic
tasks, transfer learning allows for the simultaneous application of diagnostic knowledge learned from pre-
trained data to relevant diagnostic tasks in order to achieve good diagnostic results [10]. In this strategy, the
core problem is distribution alignment, which enables the models to be constrained by the objective function
so that it satisfies the assumption of distributional consistency to achieve good diagnostic results [11]. Domain
adaptation is the core technique for achieving distribution alignment. It essentially ensures that the feature
spaces of the two tasks are aligned through some kind of transformation [12]. In real-world scenarios, the fea-
ture space of the source and target tasks can vary greatly, and distance metric minimization is often utilized
for alignment. Metrics for differences in distribution between domains include Kullback–Leibler (KL) diver-
gence [13], maximum mean difference (MMD) [14], Wasserstein distance [15], and CORAL loss [16]. Additional
loss measures are introduced into the loss function and then optimized by gradient descent. Notably, it is
acknowledged that this strategy can obtain effective alignment with little difference in data distribution.

However, these methods mainly focus on aligning the marginal probability distributions, which only capture
the variation of global characteristics and ignore differences in the conditional distribution probabilities in
different domains. This makes it challenging to handle scenarios where the differences in data distribution
between different domains are more complex. Based on the recent literature [17–19], transfer learning fault di-
agnosis techniques are preferred by a wide range of researchers. Qian et al. use DenseNet as the baseline
model, combined with a joint distribution adapted regularization term to get the metastable features. In this
way, diagnostic capabilities are effectively migrated [17]. Li et al. using the representational capabilities learned
in supervised learning to obtain target domain feature representations by minimizing the multi-kernel max-
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imum mean discrepancy (MKMMD) in different feature layers between the two domains [18]. Wang et al.
propose a method that uses multi-scale convolution to extract fault features while combining adversarial train-
ing to achieve effective migration effects. The effect of this method is close to 100% on the bearing dataset [19].
The above-mentioned studies demonstrate the effectiveness of deep transfer learning in rotary machine fault
diagnosis. However, there are still some problems that have not been taken seriously: (i)Most transfer learning
methods only perform domain-adaptive alignment from a global perspective. This alignment effect is greatly
reduced when the data distribution varies dramatically [20]; (ii) During the validation of transfer learning algo-
rithms, the effectiveness of transfer effects for mixed fault types on different devices is rarely considered, which
is quite difficult due to the significant differences in data distribution.

To address the aforementioned challenges, this paper proposes a semi-supervised joint adaptation transfer net-
work with conditional adversarial learning for rotary machine fault diagnosis, which introduces the following
main innovative aspects.

(1) To efficiently transfer the diagnostic power learned on a large amount of data in the source domain, a pre-
trained model is trained on the labeled data in the source domain and then used to generate pseudo-labels
for the unlabeled target domain data. This effectively utilizes unlabeled data to boost the performance of the
diagnostic model. Then, to reduce domain shifts and align the joint distribution of the source and target
domains, we take into account both the global feature variation and the intra-class similarity between differ-
ent domains. This enables the alignment of both the conditional probability distributions and the marginal
probability distributions in different domains. This method can effectively capture both the global and local
differences between the two domains and align the distributions to reduce the domain shift. This can signifi-
cantly improve the diagnostic performance on the target domain and enable the use of diagnostic models in
real-world scenarios where the labeled data may be scarce.

(2) Considering the mutual influence between different devices of modern rotary machines, the difficulty of
fault diagnosis is significantly increased. Our method can be used in single-type fault diagnosis and produce
highly reliable results. More importantly, our method has shown great improvement in diagnostic tasks in-
volving mixed fault types, which has led to more accurate diagnostic results.

The remaining sections of this paper are organized as follows: Section 2 provides an introduction to the related
definitions of transfer learning. Section 3 elaborates on the proposedmethod in detail. In section 4, we present
experimental results on three different types of settings to showcase the effectiveness of our method. Finally,
section 5 summarizes the contributions of this work and discusses potential avenues for future research.

2. TRANSFER LEARNING PROBLEM
Having sufficient annotated data is a requirement for awell-performing supervisedmodel; however, the process
of annotating data can be tedious and time-consuming. Therefore, transfer learning is a proven way to make
use of a previously pre-trained model on a new task while ensuring optimal performance. The main goal is
to transfer the capabilities learned in the source domain data to the target domain data, thus solving the pain
point that it is difficult to obtain sufficient knowledge in the target domain with limited data [21].

From Figure 1, we can see that the traditional intelligent fault diagnosis method gives an accurate diagnosis
in the case where the data distribution of the training and test sets is similar. Therefore, transfer learning is
unnecessary in such cases. In general, when their data distributions are inconsistent, the generalization ability
of the model is poor. In these situations, transfer learning can exploit the diagnostic power learned from the
training data by reducing the difference between the two distributions.
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Figure 1. Traditional intelligent methods and transfer learning-based intelligent methods.

Formally, we define 𝐷𝑠 =
(
𝑥𝑠𝑖 , 𝑦

𝑠
𝑖

)
as labeled training data, 𝐷𝑡 = 𝑥𝑡𝑖 as unlabeled test data, where 𝑠 denotes the

source domain task, 𝑡 denotes the target domain task, and 𝑥𝑖 and 𝑦𝑖 represent the vectorized representation
of the 𝑖th sample and the corresponding label. In addition, it is worth noting that the target domain task has
no corresponding 𝑦𝑡𝑖 , which means that the available labeled data in the training phase can only rely on the
labeled data in the source domain, which will increase the difficulty of transfer. Since there is a great difference
between the task data in two different fields, transfer learning can minimize the difference between them by
finding a mapping relationship, thus realizing the reusable diagnostic ability. When the data distributions of
the two domains are close, we can satisfy the assumptions on which the existing intelligent faults depend and
realize an effective diagnosis.

3. THE PROPOSED ARCHITECTURE
In order to efficiently transfer the diagnostic power learned from the labeled data, a pre-trained model is ob-
tained by generating pseudo-labels for training. A domain adaptation network, using the joint maximum
mean deviation (JMMD) criterion and conditional domain adversarial (CDA) learning, is then used to learn
a mapping relationship that reduces the variation in the distribution of different domains. The joint distri-
bution between the aligned features and the predicted labels is aligned through multiple domain adaptation
approaches. Meanwhile, the information from the unlabeled data is incorporated in the pre-training phase,
thus resulting in maximum category differentiation and domain adaptation under multimodal conditions.

As depicted in Figure 2, the primary architecture of the proposedmethod is structured as follows: First, enough
labeled data in the source domain are collected to train a pre-trained model. After that, the unlabeled data
in the target domain are predicted to obtain pseudo-labels. Then these data are combined to extract more
effective fault features. Second, the feature vectors and label vectors are linearly transformed several times to
jointly model the implied relationships between them. Finally, a domain adaptationmodule is used to align the
differences between the two data through loss function optimization. The optimization objectives include the
CDA loss, the label classification loss, and the JMMD loss, respectively, in order to perform a joint optimization
training of the three components.

3.1. Pre-training
The pre-trained model structure using convolutional neural networks (CNN) with bi-directional long short-
term memory (BILSTM). Detailed information on the model structure is given in Table 1. To accelerate com-
putational efficiency, the raw signal is first downsampled and then fed into the CNN. After that, the features
obtained from CNN are fed again into the BILSTM to better extract the temporal information of the vibration
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Figure 2. The structure illustration of the proposed rotary machine fault diagnosis method.

Table 1. The architecture of the one-dimensional CNN-BILSTM

Layer Symbol domain Operator Parameter size

1 Input Input Signal 1024

2 C1 Convolution (16, kernel size = 15)

3 P1 Pooling kernel size = 2

4 C2 Convolution (32, kernel size = 3)

5 P2 Pooling /

6 C3 Convolution (64, kernel size = 3)

7 P3 Pooling /

8 C4 Convolution (128, kernel size = 3)

9 P4 AdaptiveMaxPooling /

10 BILSTM BILSTM hidden_dim=64

signal. A large kernel size = 15 for CNN/1 is used to get low-frequency information, while CNN/2, CNN/3,
and CNN/4 extract high-frequency signals and, therefore, use a smaller kernel size = 3.

In the pre-training phase, we first train with data labeled with the source domain. Unlabeled data with pre-
dicted probabilities above a threshold of 0.8 are filtered out and added to the training until convergence. Here,
we simply rely on the empirical values of the task threshold above 0.8, which are relatively reliable pseudo-
labels.

3.2. Domain adaptation
In order to achieve effective alignment, while the label classifier ensures the basic diagnostic ability, the do-
main classifier and a distance discrepancy metric module are additionally designed to further improve the
effect. They correspond to the following three objective functions: (1) Minimize the classification loss of fault
classification on the labeled data; (2) Maximize the domain classification error on two different domains. 3)
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Minimize the JMMD distance between the two dissimilar distributions.

3.2.1. Loss-function 𝐿𝑙

To migrate the diagnostic capability to the target task, it is first necessary to ensure that the model has learned
enough diagnostic knowledge in the source domain data. Thus, the first loss function 𝐿𝑙 of our method is to
minimize the classification loss of fault classification on the labeled data. The required objective function 𝐿𝑙

for data with 𝑘 fault classes is the standard softmax loss function.

𝐿𝑙 = −1
𝑛


𝑛∑
𝑖=1

𝑘∑
𝑗=1

𝐼 [𝑦𝑖 = 𝑘] log
𝑒

(
(𝑤 𝑗)𝑇 𝑥+𝑏

)
∑𝑘

𝑙=1 𝑒
( (𝑤𝑙 )𝑇 𝑥+𝑏)

 (1)

where 𝑛 is the batch size and 𝑘 is the number of fault classes.

3.2.2. Loss-function 𝐿d
Theprimary role of the domain adaptationmodule is to guide the network to extract domain invariant features
under the constraint of the loss function. Borrowing ideas from generative adversarial networks, an adversarial
domain-based training approach is added to learn the domain-invariant features. By setting a gradient reverse
layer (GRL) in front of the domain classifier, the target domain data is confoundedwith the source domain data,
thus maximizing the classification loss between the two domains. The domain classifier and feature extractor
struggle with each other and finally reach a balance. Thus, domain-invariant features are learned. However, if
we just align themarginal distribution between two data and ignore the correlation between labels and features,
the final alignment results are poor. The conditional domain adversarial network is used to capture the cross-
covariance between features and labels, thus improving the discrimination [22]. Considering the non-linear
and non-smooth nature of fault signals, the joint distributions of fault features and corresponding labels need
to be aligned as closely as possible to effectively transfer the diagnostic capability. Therefore, we train CDA as
a second objective function here. Subsequently, the loss function 𝐿𝑑 is shown below.

𝑤(𝐻 (𝑝)) = 1 + 𝑒−𝐻 (𝑝) , 𝐻 (𝑝) = −
𝑘−1∑
𝑘=0

𝑝𝑘 log 𝑝𝑘 (2)

𝐿d = − 1
𝑛𝑠

𝑤
(
𝐻

(
𝑝𝑠𝑖
) ) 𝑛𝑠∑

𝑖=1
log

[
1 − 𝐷

(
𝐹
(
𝑥𝑠𝑖 ; 𝜃 𝑓

)
; 𝜃𝑑

) ]
− 1

𝑛𝑡
𝑤
(
𝐻

(
𝑝𝑡𝑖
) ) 𝑛𝑡∑

𝑖=1
log

[
𝐷

(
𝐹
(
𝑥𝑡𝑗 ; 𝜃 𝑓

)
; 𝜃𝑑

)] (3)

where 𝜃 𝑓 is the model parameter corresponding to the feature extraction module, 𝜃𝑑 is the parameter of
the domain classifier, and 𝑘 denotes the number of fault types, 𝐻 (𝑝) denotes the uncertainty of the sample
classification result, and 𝑤(𝐻 (𝑝)) denotes the weight of each sample.

3.2.3. Loss-function 𝐿D
Compared with the CDA method, spatial metric distance minimization is another approach to learning do-
main invariant features. The MMD method is used by Borgwardt et. al [23] to measure the variability of dis-
tributions. However, the effectiveness of aligning different distributions with MMD in complex multimodal
conditions is limited. To address this problem, Long et al. [24] proposes the JMMD method to de-align the
joint distribution in the feature space and label space, where the loss function 𝐿𝐷 is defined as

𝐿D =
E𝑆 (

𝑧𝑠 𝑓 ⊗ 𝑧𝑠𝑙
)
− ET

(
𝑧𝑡 𝑓 ⊗ 𝑧𝑡𝑙

) (4)

where 𝑧𝑠 𝑓 and 𝑧𝑡 𝑓 represent the output of the fault feature, and 𝑧𝑠𝑙 and 𝑧𝑡𝑙 denote the vector representation
of label. Unlike the standard JMMD, we add 𝑓 ⊗ 𝑙 to align the joint distribution of two domains, 𝑓 ⊗ 𝑙 refers
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Table 2. The accuracy of different domain adaptation methods in CWRU datasets(%)

Method No-TL AdaBN MKMMD CORAL JMMD DA CDA OURS

Task 0-1 98.77 99.68 100 98.38 99.68 99.35 100 100

Task 0-2 96.49 99.48 96.43 100 100 99.03 99.68 100

Task 0-3 94.43 98.38 92.88 100 99.03 99.35 92.56 99.68

Task 1-0 97.55 95.40 98.08 98.85 100 99.23 97.32 100

Task 1-2 98.70 99.87 100 98.35 100 99.03 100 100

Task 1-3 94.82 99.03 98.71 99.68 100 99.68 100 100

Task 2-0 96.02 94.64 98.47 96.55 97.32 98.47 95.79 99.23

Task 2-1 98.18 99.29 98.05 97.08 100 99.03 96.43 100

Task 2-3 98.77 99.22 100 99.35 100 99.03 99.68 100

Task 3-0 87.82 90.04 84.67 99.23 98.08 95.79 97.70 98.85

Task 3-1 88.56 93.18 92.86 99.35 98.38 90.26 95.45 100

Task 3-2 87.98 95.32 96.10 100 99.68 97.40 98.70 100

to introducing two learnable weight matrices, 𝑤1 and 𝑤2, to unify 𝑓 and 𝑙 into the same dimension and add
them together to represent the joint distribution of features and labels.

4. EXPERIMENTAL VERIFICATION
In this section, the proposed semi-supervised joint adaptation transfer network with adversarial learning is
evaluated by examining vibration signal data from different rotary machine types, such as motor bearings,
wind turbine bearings, and gearbox bearings and gears. The three datasets were used to evaluate the diag-
nostic capability of our method under different loads, speeds, and mixed fault-type scenarios. We conducted
comparative experiments across multiple tasks using six existing transfer methods and analyzed the diagnostic
effectiveness of no migration. We then demonstrate that our proposed semi-supervised method exhibits good
diagnostic capability. This plays a crucial role in situations where obtaining fault data is difficult.

4.1. Case 1: CWRU bearing datasets under different loads
4.1.1. Data description
In this case, the bearing dataset is from the CWRU laboratory [25]. The experimental setup mainly consists of a
dependent motor, a torque sensor/encoder, and a load motor. The bearing dataset is collected at four loads (0,
1, 2, and 3 HP). Single point faults are arranged on the bearings using electrical discharge machining (EDM)
to simulate inner race faults (IF), rolling element faults (RF), and outer race faults (OF). Twelve transfer tasks
are designed by migrating between the four load states. In addition, 1000 samples of length 1024 are provided
for each data type. The sampling rate for our task is selected as 12 kHz. To obtain the diagnostic model, 80%
of the data is used, while 20% is used to verify its validity.

A dataset of bearings with variable load conditions from the CWRU laboratory is applied to illustrate that
the model could accurately classify fault types. To assess the diagnostic capability of the model, comparative
tests with some commonly used domain adaptation algorithms such as MKMMD, CORAL, JMMD, domain
adversarial (DA), and CDA are performed. In our article, average accuracy is a key indicator to evaluate the
diagnosis results of different methods.

4.1.2. Experimental results and analysis
Thecomparative results of the eight differentmethods on the bearing dataset are shown in Table 2. Ourmethod
is still the best performer among the eight methods on this dataset, with an average accuracy of 100% for 9
out of the 12 migration tasks. Some other domain adaptation methods, including JMMD, have also achieved
positive results, probably because this dataset is relatively simple and the differences in the distribution are
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Table 3. The accuracy of different domain adaptation methods in JNU datasets (%)

Method No-TL AdaBN MKMMD CORAL JMMD DA CDA OURS

Task 0-1 97.44 96.96 97.27 89.08 98.12 96.08 94.54 99.15

Task 0-2 91.60 96.55 97.61 88.91 97.95 95.39 96.25 98.63

Task 1-0 85.46 91.88 88.57 88.40 96.93 83.62 86.69 94.88

Task 1-2 97.41 97.51 98.29 97.61 98.29 94.54 97.27 99.32

Task 2-0 85.02 91.16 98.46 97.44 98.81 94.54 97.10 99.49

Task 2-1 97.95 97.68 97.61 96.25 98.63 96.08 97.95 99.49

relatively small. However, the effectiveness of many such methods remains unclear. For the CWRU dataset, it
is evident that the diagnostic results of the various methods are good. This is mainly due to the fact that the
faults in this dataset are artificially set and have a more pronounced fault signature. In addition, the relatively
small differences in the distribution of the bearing datasets collected under different loads reduce the difficulty
of the migration task. In some migration tasks, such as 3-0, 3-1, and 3-2, the accuracy is only around 85%.
It further implies that directly using a pre-trained model from the source domain task to predict the target
domain data still produces significant errors. Thus, it is also demonstrated that this domain migration strategy
is still essential. These comparative experiments provide a preliminary validation of the effectiveness of our
proposed method.

4.2. Case 2: JNU bearing datasets under different speeds
4.2.1. Data description
In this case, the bearing dataset is obtained from the Jiangnan University (JNU) laboratory [26]. Vibration
signals are collected from wind turbine bearings at three speeds of 600, 800, and 1000 rpm, including normal
bearings, rolling element failures, outer ring failures, and inner ring failures. These four faults are simulated
by hand machining tiny scars on the inner ring, outer ring, and rolling element of the bearing by wire cutting.
The scar size of the bearing faults is 0.25 mm × 0.7 mm. The total length of the collected data is 2,000,000, and
the amount of data for each state is 500,000.

In this experiment, we labeled the settings at three different speeds of 600, 800, and 1000 rpm as tasks 0, 1, and
2, respectively. We designed a total of six transfer tasks by combining the vibration signals of the three states
in a two-by-two manner. We cut the length of each sample to 1024 and then performed a comparative test
with some commonly used domain adaptation algorithms, such as MKMMD, CORAL, JMMD, DA, and CDA.
Again, average accuracy is a key assessment metric.

4.2.2. Experimental results and analysis
The comparative results of the eight different methods on the bearing dataset are shown in Table 3. The com-
parative results for the six transfer tasks under different speed conditions validate that our method still outper-
forms the other seven methods on this dataset, achieving the best average accuracy in five of the six transfer
tasks. The result that no method could achieve 100% accuracy on this dataset implies that there are still some
discrepancies in the data distribution related to this task. Other domain adaptation methods, such as JMMD,
have also been found to give perfect results. These comparative experiments demonstrate the adaptability of
our approach to variations in this domain in different speed scenarios.

Figure 3 illustrates the details of the four best diagnostic results using the confusion matrices. From the visu-
alization of the confusion matrix, we know that JMMD, CDA, and MKMMD have a larger classification error
on the fourth fault type. It can be attributed to the fact that the data distribution of the failure types varies
considerably under different speed conditions. The diagnostic effectiveness of a single strategy is quite limited.
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(a) (OURS) (b) JMMD

(c) CDA (d) MKMMD

Figure 3. Confusion Matrix of four different methods on gearbox dataset

By using a joint domain adaptation migration network to de-target the alignment to reduce the joint distribu-
tion differences between two different domains, the accuracy of our proposed method in this fault type has
been dramatically improved. At the same time, a conditional confrontation training module was introduced
to help improve the alignment effect to deal with domain drift. Finally, the most significant differences be-
tween the different categories were obtained. The above-mentioned results provide sufficient evidence of the
transferability of our proposed fault diagnosis method.

4.3. Case 3: SEU gearbox datasets with mixed fault
4.3.1. Data description
We use the bearing and gearbox dataset from Southeast University in China in this experiment [27]. The ex-
perimental platform, DDS, consists mainly of a motor, a planetary gearbox, and a parallel gearbox. The fault
signals are obtained under two different working conditions, 20Hz-0V and 30Hz-2V. The dataset for the gear-
box includes the fault signal of the planetary gearbox in the 𝑋,𝑌 , and 𝑍 directions. There are four types of
faults: broken teeth, missing teeth, root faults, and surface faults, and one normal type for healthy working
conditions. The bearing data are available for four types of faults: inner ring, outer ring, rolling element, and
mixed inner and outer rings. In order to evaluate the performance of our approach when dealing with mixed
fault types, gear and bearing fault data from the SEU dataset were combined into a mixed dataset. There are
nine fault types in thismixed dataset, including four gear faults, four bearing faults, and one normal data. There

http://dx.doi.org/10.20517/ir.2023.07


Page 140 Liu et al. Intell Robot 2023;3(2):131-43 I http://dx.doi.org/10.20517/ir.2023.07

Table 4. The accuracy of different domain adaptation methods in SEU datasets (%)

Method No-TL AdaBN MKMMD CORAL JMMD DA CDA OURS

Task
0-1(TD)

45.43 49.21 59.97 50.59 65.40 54.40 59.53 75.95

Task
1-0(TD)

56.16 57.89 67.45 58.44 68.62 58.80 65.54 72.87

Task
0-1(FD)

35.19 41.38 44.57 42.52 45.45 43.70 43.26 50.15

Task
1-0(FD)

42.99 49.53 44.28 51.17 61.29 53.96 52.93 62.90

are 1000 samples for each data type, and each sample is 1024 in length. Thus, this dataset consists of 9,000
data samples. Finally, we use 80% of the data to obtain the diagnostic model and 20% of the data to verify its
effectiveness.

In this experiment, to demonstrate the transfer effectiveness of the proposed method under different load and
velocity operating conditions, we collected vibration signals for two different states, 20Hz-0V and 30Hz-2V,
and named Task 0 and Task 1, respectively. We validated the model by combining the vibration signals for
the two states in a two-by-two fashion. In addition, two additional different signal forms were set up, with
both time and frequency domain signals considered as inputs, and a total of four different transfer tasks were
designed to validate the model. In order to evaluate the performance of our method in this case of widely
varying data distributions with different load and speed conditions, comparative tests were carried out with
some commonly used domain adaptation algorithms, such as MKMMD, CORAL, JMMD, DA, and CDA. In
this case, we also choose average accuracy as a key assessment metric.

4.3.2. Experimental results and analysis

The comparative results of the eight different methods on the bearing dataset are shown in Table 4. The results
of the four transfer tasks under different load and speed conditions show that our method still performs the
best of the eight different methods on this dataset, with the best average accuracy in all four transfer tasks.
It must be noted that a high level of accuracy is not achieved on this dataset, and it is evident that there are
significant differences in the data distribution between the two domains on this task. The main reason lies
that the vibration signals collected at different speeds and loads are inherently different. In addition, there are
a number of mixed fault types in this task, such as mixed inner and outer ring faults and both bearing and
gearbox faults, which can affect the final transfer results. It is worth noting that the JMMD method, which
performs quite effectively in the first two tasks, differs from the best results by around 7-8% on this task. Since
the data distribution is complex and varies significantly, domain adaptation strategies alone are not sufficient
to align the distribution well enough to achieve good diagnostic performance.

On the one hand, domain adaptation is performed at the feature extraction and classification layers via JMMD
by exploiting the differences in the joint distribution. On the other hand, adversarial domain training is per-
formed by adjusting the joint distribution to reduce domain drift. These two modules achieve maximum
category differentiation and domain adaptation in multimodal conditions. Finally, the advantages and disad-
vantages of the diagnostic approaches are verified in two cases: using the original time domain signal directly
as inputs versus transforming the data into the frequency domain and using that as inputs. It turns out that in
this task, the time domain signal is used directly as input to obtain better diagnostic results. The reason for this
phenomenon may be that the time-domain representation is more capable of intuitively reflecting the ampli-
tude, frequency, and phase information of the signal over time and can better display the waveform shape of the
signal, which is very helpful for detecting short-term signal changes and analyzing signal shape. Additionally,
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frequency domain representation mainly provides information about the frequency components and relative
strengths of the signal but may not be able to fully reflect all the information about the signal, especially if the
signal is very complex or contains multiple frequencies. In addition, the interpretation of frequency domain
representation may be more difficult to understand and may require higher levels of professional knowledge
for analysis. Although frequency domain representation can provide valuable information about the frequency
components of the signal, it may not be as effective in capturing the complex time characteristics of the signal.
Therefore, time domain representation is more prominent in terms of intuitiveness and practicality. Through
these comparative tests, it is demonstrated that the transfer effects of our proposed method are practical for
different speed scenarios.

In summary, the improvement in diagnostic performance achieved by our method can be attributed to the
combination of JMMD and adversarial domain training modules, which effectively address the challenges of
domain adaptation in multimodal conditions. Additionally, the use of the time domain signal as input also
contributes to the improvement in diagnostic performance.

5. CONCLUSION
This paper proposes a novel semi-supervised joint adaptation transfer network with conditional adversarial
learning for fault diagnosis of the rotarymachine, which can effectively solve the problem of poor diagnosis due
to insufficient data in the target domain. The proposed fault diagnosis method first incorporates information
from unlabeled target domain data by introducing a pre-trained model. Two domain adaptation modules
are then used to close the distance between the distributions of different domains, thereby improving the
effectiveness of the diagnostics of mutual migrations in the two different domains. Ultimately, our approach
is validated to achieve reliable results for variable loads, variable speeds, and mixed fault-type diagnostic tasks
in three different experimental settings. However, the method we proposed has not been validated using fault
data obtained from real scenarios, where the fault patterns are typically more complex, and the data often
contains a significant amount of noise. As a result, there is a possibility that the performance of this method
could be affected.

In this work, we focus more on domain adaptation between data in different domains so that pseudo-labels
use only empirical thresholds to filter reliable labels. In future investigations, we will focus on how to filter for
more reliable pseudo-labels in order to make the best possible use of unlabeled data and further improve the
diagnosis of tasks with insufficient labeling data.
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