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Abstract
The physiological well-being of dairy cows is intimately tied to their behavior. Detecting aberrant dairy cows early 
and reducing financial losses on farms are both possible with real-time and reliable monitoring of their behavior. 
The behavior data of dairy cows in real environments have dense occlusion and multi-scale issues, which affect the 
detection results of the model. Therefore, we focus on both data processing and model construction to improve the 
results of dairy cow behavior detection. We use a mixed data augmentation method to provide the model with rich 
cow behavior features. Simultaneously refining the model to optimize the detection outcomes of dairy cow 
behavior amidst challenging conditions, such as dense occlusion and varying scales. First, a Res2 backbone was 
constructed to incorporate multi-scale receptive fields and improve the YOLOv3’s backbone for the multi-scale 
feature of dairy cow behaviors. In addition, YOLOv3 detectors were optimized to accurately locate individual dairy 
cows in different dense environments by combining the global location information of images, and the Global 
Context Predict Head was designed to enhance the performance of recognizing dairy cow behaviors in crowded 
surroundings. The dairy cow behavior detection model we built has an accuracy of 90.6%, 91.7%, 80.7%, and 
98.5% for the four behaviors of dairy cows standing, lying, walking, and mounting, respectively. The average 
accuracy of dairy cow detection is 90.4%, which is 1.2% and 12.9% higher than the detection results of YOLOV3, 
YOLO-tiny and other models respectively. In comparison to YOLOv3, the Average Precision evaluation of the 
model improves by 2.6% and 1.4% for two similar features of walking and standing behaviors, respectively. The 
recognition results prove that the model generalizes better for recognizing dairy cow behaviors using behavior 
videos in various scenes with multi-scale and dense environment features.
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1. INTRODUCTION
Dairy cow behavior is tightly linked to economic rewards and reflects the health, welfare, and growth of the 
animal. Farms rely on human resources to spot dairy cows behaving abnormally and take appropriate action 
to prevent breeding losses[1,2]. However, this reliance on human resources for monitoring dairy cow 
behaviors consumes a lot of time and outstanding expenditure. Consequently, it has become increasingly 
popular to use information technology to automatically monitor behavior and quantify dairy cow behavior 
data to assess dairy cows’ health[3,4]. This study breaks through the shortcomings of traditional manual 
observation such as missed detection, time-consuming and labor-intensive and uses visual analysis 
technology to monitor cow behavior online in real time, providing auxiliary support for individual health 
analysis.

Researchers use pedometers, neck rings, and other devices to obtain behavior data and realize automatic 
animal behavior recognition through machine learning algorithms[5-9]. To efficiently extract behavioral 
information and discern behavioral features within a high-dimensional data space, Ren et al. employed a 
neck ring for gathering data on the neck activity of dairy cows[10]. They perfected the penalty parameters and 
kernel functions of the support vector machine (SVM) using a firefly search algorithm, with an accuracy of 
97.25% for the identification of three behaviors of drinking, eating, and ruminating for the same dairy cow, 
and 65.12% for experiments with multiple dairy cows. The algorithm is affected by the degree of individual 
behavior performance of dairy cows, and the universality is low. Wang et al. installed a posture sensor on 
the neck of the sow and obtained three-axis acceleration and angular velocity data to train the dairy cows' 
posture classification model to recognize three postures: standing, lying, and mounting, and the recognition 
accuracy was 98.02%[11]. Traditional machine learning algorithms suffer from issues such as poor 
identification performance, sluggish model inference, contact device research, easy animal stress, and easily 
broken and damaged devices that result in financial losses. Khin et al. combined the feature points positions 
of cows, bounding box regions, and SVM machine learning methods to classify six behaviors of cows: 
standing, sitting, eating, drinking, sitting with leg extension, and tail raised[12]. The classification accuracy 
reached 88.75%. This article provides a new approach to detecting fine-grained behavior in cows.

Deep learning techniques use Convolutional Neural Networks (CNN) to extract visual features[13,14] and 
solve the problems of Object Detection[15,16], Instance Segmentation[17,18], Object Tracking[19,20], etc. The deep 
learning method has higher accuracy and contactless features and was widely used in the field of animal 
behavior recognition[21-23]. Yan et al. used feature pyramid attention to improve the Tiny-YOLO target 
detection network to detect individual pigs, and the recognition result was 85.85%[24]. This research 
compared the model in the circumstances of pig adhesion and obscuration, and the recognition rate was 
90% in the case of individual pigs without obscuration and without adhesion and 66.96% in the case of 
obscuration and adhesion. The aforementioned findings suggest that the data's occlusion situation has a 
significant impact on the model recognition effect. Li et al.[25] labeled 16 key points of bovine body parts and 
used convolutional pose machine[26], stacked hourglass network[27], and convolutional heat map regression 
model[28] to predict key points of bovine body parts with the highest score of 0.904, providing a new idea for 
bovine pose estimation. Wang et al.[29] classified three dairy cow behaviors based on AlexNet[30] classification 
network for lying, walking, and mounting with 100% accuracy, but affected by the change of light at night, 
the model recall was low at 88.24%. Since there was just one dairy cow in the data used to train the AlexNet 
model, the impact of background, shading, and surroundings on behavior detection was reduced. 
Consequently, this model did not properly recognize dairy cow behaviors in communal farming situations. 
Yin et al. used a Bi-directional Feature Pyramid to improve the Bi-directional long short-term memory 
model to learn the motion features of a single cattle behavior in the video to recognize lying, standing, and 
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walking for the multi-scale features of cattle targets[31]. The average accuracy of recognition was 95.2%, but 
the video-based visual behavior recognition model algorithm inference speed is slow and cannot recognize 
cattle behavior in the video in real time.

In summary, deep learning cow behavior detection research has problems such as model inference delay 
and simple data samples. In order to solve the problem of difficulty in locating individual cows and multi-
scale behavior detection of cows in intensive breeding environment, we introduced Global Context Block 
(GC Block) and Res2 backbone to improve the YOLOV3 detection model to improve the model's ability to 
locate cows and detect behaviors. The cow behavior detection model we built has an average accuracy of 
90.4% for detecting the four behaviors of cows standing, lying, climbing, and walking, which is greatly 
improved compared to the detection results of models such as YOLOV3 and YOLO-tiny.

2. RELATED WORK
In this section, we have compiled recent research related to object detection and animal behavior 
recognition. We conducted an analysis of these articles to emphasize the significance of our work. 
YOLOV3, as a classic object detection model, has been widely employed by researchers in the agricultural 
domain for tasks such as animal behavior detection and disease identification. We have gathered 
information from recent years regarding cow behavior detection and other related studies on animal 
behavior detection, with specific details outlined in the table below.

Table 1 lists relevant studies on animal behavior recognition, with the “-” symbol indicating that the paper 
did not provide corresponding data. Some researchers employ hardware-based methods for cow behavior 
detection. These approaches utilize accelerometers to capture the motion information of cow behavior, 
extract behavioral features, and differentiate cow behaviors through machine learning methods such as 
SVM and random forests. For instance, Benaissa et al. installed triaxial accelerometers on the legs and neck 
of cows to obtain behavior information, distinguishing cow behavioral features through SVM[32]. The study 
achieved an average accuracy of 95.0% in detecting cow lying and standing behaviors. However, 
accelerometers are susceptible to chemical erosion, leading to damage and decreased accuracy, resulting in a 
shorter equipment lifespan. Additionally, the high deployment cost arises from the need to install 
accelerometers for each cow.

Computer vision-based methods can effectively address the aforementioned issues. In the study by 
Wang et al., monitoring cameras were deployed in a cattle farm to capture surveillance videos[33]. 
Subsequently, 15,120 images of cows crawling were extracted from these videos to train an improved 
YOLOV3 model. The accuracy achieved was 99.15%. Although the model, built on a dataset with a limited 
number of cows and a single scene, demonstrated high accuracy, it may suffer from overfitting due to the 
constraints of the training dataset, making it unsuitable for detecting cow behavior in diverse scenarios. 
Zhang et al. enhanced the YOLOV3 model, combining it with key point detection for recognizing cow lying 
and standing behaviors, achieving an accuracy of 99.39%[34]. In this study, the improved YOLOV3 model 
had a size of 234.96 MB, whereas our model had a smaller size of 123.9 MB.

Ma et al. processed surveillance videos to obtain 286 segments of cow behavior videos, including standing, 
lying down, and walking behaviors[35]. They trained a 3D deep learning model, achieving an accuracy of 
95%, with a model size of only 14.3 M. This model is suitable for videos targeting a single cow; however, it 
cannot be directly applied to surveillance videos to obtain individual cow behavior videos, limiting its 
deployment feasibility. In Ji's study, monitoring cameras were used to capture video segments of cows’ 
rumination behavior. The behavior was recognized based on FlowNet 2.0, achieving an accuracy of 99.39%.
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Table 1. Research related to animal behavior recognition

Publication 
year Author Country Livestock species and task objectives Used model and 

model size
Data collection 
method Dataset size Advantages/disadvantages

2019 Benaissa et 
al.[32]

Belgium Cows. Cow lying and standing behavior, Support vector 
machine model 
size: -

Leg and neck tri-axial 
accelerometers

- Detecting two cow behaviors with an 
accuracy of 95.0%.

2021 Wang and 
He[33]

China Cows. Detecting cow crawling behavior YOLOV3, model 
size:-

Surveillance camera 15,120 Images Ideal dataset, suitable for laboratory 
environments. Accuracy: 99.15%.

2022 Zhang et 
al.[34]

China Beef Cattle. Combining object detection and 
keypoint recognition for recognizing cattle 
lying and standing behaviors.

YOLOV3, model 
size: 
234.96 MB 

Surveillance camera 9,786 Images Accuracy: 97.18%

2022 Ma et al.[35] China Dairy cow. Recognizing three behaviors 
of Dairy cows: lying down, walking, and
standing.

Rexnet 3D Model 
size: 14.3 M

Surveillance Camera 286 segments of cow behavior 
videos, totaling 181,500 images.

Accuracy is 95%, considering only the 
behavior of individual cows.

2023 Ji et al.[36] China Dairy Cows. Detecting rumination behavior 
in cows.

FlowNet2.0 Model 
Size: -

Surveillance camera  
30 segments of rumination 
videos for cows, each segment 
containing 300 images.

Accuracy is 99.39%.

2023 Guo et al.[37]
 China Meat pigeons. Detecting five behaviors: self-

preening feathers, mutual preening, wing
spreading, and others.

YOLOV4 
Model Size: 265.3 
MB

Surveillance Camera 3,120 images of meat pigeon
behavior.

Accuracy: 97.97%. The data is suitable for 
use in a laboratory environment.

2023 Hu et al.[38] China Sheep. Detecting three behaviors: feeding, 
standing, and lying down.

YOLOV5s Model 
size: 138.3 MB

Camera 1,656 images of sheep behavior. Accuracy: 91.8%. The number of sheep per
image is relatively low.

Ours China Dairy cows. Detecting four behaviors: eating, 
drinking water, lying down, and standing

YOLOV3 Model 
size: 123.9 MB

Camera 1,033 images of dairy cow
behavior.

Accuracy is 91.2% 
Suitable for detecting cow behavior in a real 
farming environment. 

Guo et al. obtained 3,120 images containing five behaviors of meat pigeons, including preening feathers and wing spreading. They achieved an accuracy of 
97.97% in detecting meat pigeon behavior based on the YOLOV4 model[37]. Hu et al. used handheld cameras to capture 1,656 images containing three 
behaviors of sheep: standing, feeding, and lying down[38]. The average accuracy of detecting sheep behavior with the YOLOV5s model was 91.8%, but the 
number of sheep per image was low, making it unsuitable for detecting behavior in a group setting.

We developed a cow behavior detection model based on YOLOV3. Compared with the YOLOV4 and YOLOV5 models in Table 1, the model size has certain 
advantages. Meanwhile, considering the challenges in the current cow behavior data, especially in the group farming environment, where the occlusion of cow 
behavior images makes it difficult to accurately locate individual cows, and the difficulty of multi-scale cow behavior detection, we constructed an efficient cow 
behavior detection model based on YOLOV3.
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3. MATERIALS
In September 2021, at Da Di Qun Sheng Cattle Farm in Beijing, we used a 2-megapixel camera to capture 
videos of cow behavior. The camera was stabilized using a tripod or handheld to obtain a diverse range of 
cow behavior footage. The video resolution and frame rate were set at 1,920 × 1,080 and 25 frames per 
second, respectively. We filmed cow behavior at different times, angles, and locations. This pixel 
configuration enables a clear representation of cow behavior, scene details, and lighting information. The 
animal use protocol listed below has been reviewed and approved by the Ethics Committee, Northwest A&F 
University, China.

3.1 Build the dataset
We extract images from the videos, measuring the similarity between two images using Structural Similarity 
Algorithm (SSIM) and Mean Squared Error (MSE), aiming to obtain a more diverse set of cow behavior 
images. After manually removing unnecessary images with excessive blurring, we obtained a total of 1,295 
cow behavior images. These images were randomly divided into a training set (1,033 images) and a test set 
(262 images) at an 8:2 ratio. The samples of data are shown in Figure 1.

Samples of dairy cow behaviors in various situations, lighting conditions, and viewpoints are shown in 
Figure 1A-D. In Figure 1A, a sample of mounting behavior is shown. A sample of standing and mounting 
around in enough lighting is shown in Figure 1B and C. The dataset's distribution of the number of dairy 
cows in a single image is examined in Figure 1E, where the ordinate is the number of corresponding 
photographs, and the abscissa is the number of dairy cows. The majority of the dairy cows in Figure 1E are 
between 1 and 20, and the images with more than 40 dairy cows are the least. Dairy cow behavior dataset 
shows signs of a change in degree of intensity. Light, backdrop and multiple scales are among the features of 
the dairy cow behavior dataset created as detailed above. According to the four criteria of walking, standing, 
lying, and mounting listed in Table 2, dairy cow behaviors in images were categorized and counted.

It can be seen from Table 2 that the number of walking was 3,107 and the number of mountings was at least 
179. The amount of dairy cow behaviors can be seen in Table 2. The distribution of the number of dairy cow 
behaviors is the same as the distribution of the number of dairy cow behaviors in a realistic dairy farming 
environment.

3.2 Hybrid data augmentation method
The expression of dairy cow behavioral information varies greatly depending on the quantity of dairy cow 
samples and the quantitative differences between dairy cow behaviors, which affect model convergence. To 
expand the number of samples and give the model rich data on dairy cow behaviors. We employ data 
augmentation approaches, which boost the model's recognition results. Brightness variation, left-right 
inversion, and Mosaic[39] were three data augmentation techniques used in this research to improve the 
original photos. In Figure 2, the enhancement impact is depicted.

The original sample image is displayed in Figure 2A. The result of using left-right flipping, changing the 
lighting, and enhancing Mosaic data is shown in Figure 2B-D. Due to the high similarity between the left 
and right flipped images and the original image, it is easy to generate redundant images. To limit the 
number of comparable photographs, we set ∂~N (0,1) (∂ follows a normal distribution with a mean of 0 and 
a variance of 1) and flip the image left and right when ∂ > 0.5. To enhance scene and behavior information, 
the mosaic augmentation approach creates one image from four images in the dataset. The dairy cow 
behavior image does, however, contain some crowded scenarios. To stop the splicing of numerous dense 
photos from increasing the number of dairy cows in the image that is not complete, a random number 
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Table 2. Dairy Cow Behaviors Criteria

Category Description of behavior Labels Number of labels

Walking Leg cross (got in motion) Walk 850

Standing Legs upright to support the body Stand 7213

Lying Leg-to-ground contact Lie 3107

Mounting Two dairy cows mounting Mount 179

Figure 1. Sample of dairy cows’ behaviors dataset.

Figure 2. Sample of enhancement dataset.

∂~N (0,1) was generated. Mosaic enhancement at ∂ > 0.5 to reduce the occurrence of many crippled dairy 
cow individuals. In order to make the enhanced image show a regular brightness change characteristic, we 
set the gain parameter β~U [-1,1] (β obeys the mean distribution of [-1,1]) and change the image brightness 
on the V-space in HSV for the input image. Expediting model convergence through the application of a 
hybrid augmentation technique that involves random enhancements to the data pertaining to dairy cow 
behaviors.

4. METHODS
4.1 Behaviors recognition using YOLOv3
YOLOv3[40] is a One-Stage Object Detection model with high speed to meet the requirements of real-time 
detection, so it was chosen as the base model to recognize dairy cow behaviors, and its structure is shown in 
Figure 3.

YOLOv3 extracts dairy cow behavior features from the DrakNet53 and predicts behavior using detectors 
after feature processing (Neck). For an input dairy cow behaviors image size of 640 × 640, the detector uses 
convolutional kernels of size 1 × 1 on three feature maps of 20 × 20 pixels, 40 × 40 pixels, and 80 × 80 pixels 
with abstract semantic information. The parameter k(k = 3) is the number of anchors whose size was 
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Figure 3. Structural diagram of YOLOv3.

obtained by k-means of the labeled boxes in the dairy cow behavior dataset. The parameter c(c = 4) is the 
number of behavior categories, ck parameters are the probabilities of the four dairy cow behaviors in the 
bounding box, 4k parameters are the offsets of the bounding box, and k prediction parameters represent the 
probability that the dairy cow is included in that bounding box. YOLOv3 predicts the bounding box in a 
regression manner, as shown in Figure 4.

Figure 4 shows a feature map of 20 × 20 size. The anchors are represented by the dashed boxes in Figure 4, 
and each pixel (Grid Cell) on this feature map corresponds to a 32 × 32 pixel section of the input image. The 
corresponding variables and their meanings in Figure 4 are shown in Equations 1-4. The detector uses 1 × 1 
convolution to generate 3 × 9 different scaled bounding boxes in each Grid Cell, illustrated by a 1:1 aspect 
ratio bounding box. Each bounding box has four offsets (tx, ty, tw, th) relative to the Grid Cell upper-left 
coordinate (cx, cy), which are the center offsets of the network-predicted bounding boxes (tx, ty), and a width-
height scaling factor (tw, th), which predicts the bounding box size (bx, by, bw, bh). The model achieves the 
categorization and localization of dairy cow behavior recognition by bounding box regression.

4.2 Improve YOLOv3 recognition model
4.2.1 Res2 block feature extraction network
The Bottleneck Block in DarkNet53 employs a convolution of 3 × 3 to extract the feature image of a fixed 
receptive field, but because it cannot successfully fuse multi-scale data, the model is uneven in how well it 
can identify the behavior of different-sized dairy cows.

Res2 Block[41] enhances the DarkNet53 backbone by creating a residual structure with hierarchy within a 
single residual block. The more robust backbone unifies multi-level sensory fields throughout the 
convolution process, extracts dairy cow behaviors information, and reduces the impact of multi-scale 
features on the model's detection ability. The structure of the Res2 Block and Bottleneck Block is shown in 
Figure 5.

OAE
图章

OAE
图章

OAE
图章
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Figure 4. Bounding box regression.

Two 1 × 1 convolutional and one 3 × 3 convolutional processes make up the Bottleneck Block, which 
extracts feature pictures with fixed receptive fields. To extract picture information, the Res2 Block's 
structure employs a cascade of three 3 × 3 convolutions. The receptive field of the feature map obtained 
using two convolutions of 3 × 3 is identical to that of the feature map obtained using a single convolution of 
5 × 5. The receptive field of the feature map that was derived using three convolutions of 3 × 3 is identical to 
that of the feature map that was extracted using a single convolution 7 × 7. As a result, Res2 Block mixes 
feature maps with varied receptive fields from 1 × 1, 3 × 3, 5 × 5 and 7 × 7. Equation 5 is the definition of the 
Res2 Block formula.

Suppose x is the input feature image and divide x into four feature maps (x1, x2, x3, x4) at the channel level, 
and the number of channels for each feature map is w × h × c/4. The parameter i ∈ {1,2,3,4}; parameter Ki 
denotes the convolution size of 3 × 3 and the output is yi. The four feature maps y1, y2, y3, y4 are stitched at 
the channel level, and the number of channels of the stitched feature maps is adjusted using a convolution 
kernel size of 1 × 1 and then fused with the input features. As a result, we obtained multi-scale receptive 
field feature images. In terms of the number of parameters Bottleneck uses 3 × 3 × c parameters and Res2 
Block uses 3 × 3 × 3 × c/4 parameters, the number of parameters is reduced by 9 × c/4. Using a Res2 Block 
convolution, 1,152 parameters can be decreased for a feature map with 512 channels. In addition to 
lowering model parameters, creating a backbone based on the Res2 Block enriches multi-scale behavioral 
features by incorporating added sensory fields, which enhances the model's ability to recognize several 
scales of activity in dairy cows.

4.2.2 Global context block
Individual dairy cows are obscured to varying degrees in images of dairy cow behaviors in dense 
environments, making it more challenging for detectors to find dairy cow targets. The convolution layer 
extracts local features of the image and ignores the global information of the feature map. The size of the 
feature image is uniformized using the GC Block[42] via channel compression and dimensional 
transformation. Then, GC Block creates the long-distance position dependence between the individual dairy 
cow and the global image by fusing the retrieved global features with the input features.

OAE
图章

OAE
图章
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Figure 5. Bottleneck Block (left), Res2 Block (right).

The approach makes use of the information exchange between individual dairy cows and global images, and 
the model combines dairy cow targets with contextual data to find targets. The localization accuracy of dairy 
cows in the model can be increased by using GC Block to enhance the YOLO detectors. Figure 6 depicts the 
GC Block's structural layout.

GC Block consists of three operations: Context modeling, transform, and . Context modeling models the 
global contextual information of dairy cow behavior images and outputs global feature information. The 
three operations that make up the GC Block are context modeling, transform, and broadcast element-wise 
addition designed . Images of dairy cow behaviors are subjected to context modeling, which produces 
global feature information. Based on the bottleneck structure, the transformer collects various channel 
correlations and derives channel dependencies. The input features are combined with global contextual 
features by the  procedure. During the training process, the model creates the individual dairy cows' long-
term reliance on the overall image. Equation 6 defines GC Block.

Equation 6 uses the sigmoid activation function δ(·) to quantify the weight information, aj to signify the 
global attention weight, Np to denote the number of global pixel points, X to denote the input feature map, 
and F(·) to denote the  operation. Let the input feature map dimension be C × H ×W; C is the number of 
channels, H is the feature map height, W is the feature map width, and the C × H ×W feature map is 
mapped to C × 1 × 1 dimensional global features by Context modeling. The Transformer structure uses a 
convolution of size 1 × 1 to compress the global features and obtain the dependencies between channels, 
where the compression multiplier r is 16 to enhance the GC Block generalization. The Layer Normalization 
regularization operation is used to output the global context information with dimension C × 1 × 1. The F(·) 
operation fuses the global location features with the input features in the form of broadcasts, fusing the 
information obtained in GC Block to improve the accuracy of the model's localization of dairy cows.

4.2.3 GC_Res2 YOLOv3 model
The shade between individual dairy cows and the multi-scale feature will have an impact on the model 
recognition outcomes for the intensive breeding scenario. This is done by enhancing the backbone and 
optimizing the detectors to create the dairy cow behavior recognition model, which is represented by the 
GC_Res2 YOLOv3 structure in Figure 7.

OAE
图章

OAE
图章
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Figure 6. GC Block module structure.

Figure 7. Schematic diagram of GC_Res2 YOLOv3 structure.

Three detectors, Neck and the Res2 backbone make up GC_Res2 YOLOv3. Res2 Block and convolutional 
block make up the Res2 backbone. To enhance the outcomes of multi-scale dairy cow behavior recognition, 
the backbone uses five Res2 Blocks to extract features with numerous scales on feature maps at various sizes. 
The GC Block is used in the detector section of the model to optimize the detectors and perform multi-scale 
behavior recognition of dairy cows in dense environments. This increases the model's localization accuracy 
for individual dairy cows. To significantly increase the bounding box model's forecast precision. A 
prediction box that is more similar to the actual bounding box was created using the loss function LCIoU, 
which has the similarity ratio of the bounding box, as outlined in Equations 7-10.

The variable b in Equation 8 is the predicted bounding box, the variable bgt is the ground truth, and the 
variable l is the minimum closed diagonal length of b and bgt. The variable a in Equation 11 is the weighting 
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coefficient, and the variable v is similar in length and width. The variable ρ2(b, bgt) in Equation 9 is the 
Euclidean distance between b and bgt. The variables w, h in Equation 10 are the width and height of b, and 
the variables wgt and hgt are the width and height of bgt. CIOU adds the similarity ratio between the length 
and width of the predicted frame and the real frame to the penalty term of loss. This parameter can enhance 
the model's responsiveness to individual dairy cow position information in intensive training conditions.

5. RESULTS AND DISCUSSION
5.1 Implementation details
Three 16 GB Tesla P100 GPUs were used in experiments on a deep learning framework with Python 3.8 and 
Pytorch 1.7.1. Using the same dairy cow behavior dataset, YOLOv3, YOLOv3-Tiny, Res2 YOLOv3 and 
GC_Res2 YOLOv3 models were trained. The Res2 YOLOv3 model is a YOLOv3 model perfected using the 
Res2 backbone, and the GC_Res2 YOLOv3 model is obtained by adding the GC Block module to the Res2 
YOLOv3. Set the input image size to 640 × 640 pixels, learning rate to 0.01, batch-size to 16, and epoch to 
200 to train YOLOv3, YOLOv3-Tiny, Res2 YOLOv3, and GC_Res2 YOLOv3.

5.2 Comparison of model experiments
In the experiment, five indicators of Model size, Precision, Recall, and mAP@.5 (Mean Average Precision), 
and mAP@.5:.95 were used to evaluate the performance of different models. The information provided by 
mAP, which integrates P and R indicators, was the most informative of these. When IoU is 0.5, the model 
marks the detection results as positive samples, as shown by the mAP@.5 symbol. The average AP (Average 
Precision) value achieved when IoU is 0.5, 0.55, 0.65, and 0.95 IoU, respectively, is known as the 
mAP@.5:.95. It is possible to use it to evaluate how closely the model detection target corresponds to the 
actual. Table 3 shows the outcomes of the experiment.

The GC_Res2 YOLOv3 and Res2 YOLOv3 models significantly outperform YOLOv3. The YOLOv3-Tiny 
model performs poorly, and the model size is the smallest, as seen in Table 3. In comparison to YOLOv3, 
the mAP@.5 indices of GC_Res2 YOLOv3 and Res2 YOLOv3 both increased by 1.2 and 0.9%, respectively. 
GC_Res2 YOLOv3 is 1.2% superior to YOLOv3 in terms of mAP.5:.95 value, which is 0.685. According to 
past studies, the GC_Res2 YOLOv3 model provides better results for identifying dairy cow behaviors. 
Regarding P and R metrics, both the GC_Res2 YOLOv3 and Res2 YOLOv3 models showed a drop in P but 
a noticeable increase in R. The Res2 YOLOv3 showed a 1.8% increase in the R, showing that the model is 
more concerned with the R and detects a greater number of correct dairy cow behaviors. Res2 Block's usage 
of multiple convolutions of size 3 × 3 to minimize model size is supported by the fact that the Res2 YOLOv3 
model size is reduced by 12.26 MB when compared to the YOLOv3 model weights. The effectiveness of the 
modified technique is demonstrated by the data in Table 3.

The recognition results of a dairy cow's single behavior can demonstrate the model's capacity to identify and 
categorize dairy cow behavior. The APs of all models for identifying the four dairy cow behaviors are listed 
in Table 4. The results of the standing, walking, and mounting behavior recognition have been significantly 
enhanced by the GC_Res2 YOLOv3 and Res2 YOLOv3. The AP of the GC_Res2 YOLOv3 model is 
increased by 1.4%, 2.6%, and 1% for standing, walking, and mounting detection compared to the YOLOv3, 
demonstrating that the model is better able to identify the multi-scale behavior of dairy cows.

The mounting behavior’s AP with the highest score is 99.3% for YOLOv3-Tiny. The YOLOv3-Tiny shallow 
network model only uses six convolutional kernels in its feature extraction network to extract dairy cow 
behaviors features. These behavior features are more detailed but lack abstract semantic features. Because 
the mounting target scale is larger than the other behaviors and the model gathers more data about the 
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Table 3. Comparison of experimental results of different models

Model Precision Recall mAP@.5 mAP@.5:.95 Model size

YOLOv3 0.913 0.851 0.892 0.673 117.83 MB

YOLOv3-Tiny 0.799 0.669 0.775 0.421 17.40 MB

Res2 YOLOv3 0.909 0.869 0.901 0.677 105.57 MB

GC_Res2 YOLOv3 0.912 0.857 0.904 0.685 123.90 MB

Table 4. Comparison results on the behaviors of individual types of dairy cows

AP YOLOv3 YOLOv3-Tiny Res2 YOLOv3 GC_Res2 YOLOv3

Stand 0.892 0.857 0.904 0.906

Lie 0.919 0.866 0.917 0.917

Walk 0.781 0.754 0.803 0.807

Mount 0.975 0.993 0.979 0.985

shape and texture of the mounting behavior, etc. So, the AP of YOLOv3-Tiny for dairy cow mounting 
behavior recognition is significantly improved when compared to the other.

Other networks, such as YOLOv3, harvest features from a deeper backbone, resulting in the acquisition of 
semantic data but a dearth of detailed features. The model is, therefore, unable to incorporate both detailed 
and semantic characteristics. As a result, YOLOv3-Tiny was notably different from other models in its 
ability to recognize mounting behavior. The difference in AP for mounting behavior recognition between 
GC_Res2 YOLOv3 and YOLOv3-Tiny, however, is 0.8%, and the difference between Res2 YOLOv3 and 
YOLOv3-Tiny is smaller than YOLOv3.

The four models discussed above perform less well in detecting dairy cows' walking behavior, as seen in 
Table 4. Therefore, we select GC_Res2 YOLOv3 to predict dairy cow behaviors on the test dataset with the 
parameters set to an IoU threshold of 0.45 and a confidence level of 0.25 to evaluate why the four models in 
Table 4 have low AP for recognizing walking behavior. Based on the model recognition outcomes, the 
confusion matrix was created to examine the GC_Res2 YOLOv3 model for walking behavior, as shown in 
Figure 8.

The horizontal axis represents labeled dairy cow behavior, while the vertical axis represents model-predicted 
dairy cow behavior in Figure 8. Due to the similarities between walking and standing behaviors and the 
model's obfuscation of these differences, as seen in Figure 8, GC_Res2 YOLOv3 identifies some walking as 
standing behavior. The model, therefore, interprets a portion of the dairy cow's walking activity as standing 
behavior. GC_Res2 YOLOV3 outperformed the three network models YOLOv3, YOLOv3-Tiny, and Res2 
YOLOV3 for walking recognition, with scores ranging from 0.781 to 0.807. According to the experimental 
findings, this model is better to detect dairy cow behaviors in crowded, multiscale situations.

5.3 Hybrid data augmentation comparison experiment
The enhanced and unenhanced dairy cow behavior dataset was examined using YOLOv3 and YOLOv3-
Tiny, and the experimental findings are provided in Table 5 to show the impact of mixed data augmentation 
methods on the results of the experiment.
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Table 5. Comparison of data augmentation experiments

Status Model Precision Recall mAP@.5 mAP@.5:.95

YOLOv3 0.819 0.823 0.865 0.593Unenhanced

YOLOv3-Tiny 0.67 0.714 0.73 0.355

YOLOv3 0.913 0.851 0.892 0.673Hybrid Data Augmentation

YOLOv3-Tiny 0.868 0.819 0.868 0.569

Figure 8. Confusion Matrix.

Table 5 shows an improvement in the mAP@.5:.95 measures of YOLOv3 and YOLOv3-Tiny of 8% and 
21.4%, respectively, demonstrating the efficacy of the hybrid data augmentation technique.

5.4 Res2 block performance verification
To examine the effect of the Res2 Block on the model in the stages of feature extraction and feature 
processing, the Bottleneck Block of the backbone and Neck in Darknet53 were swapped out for the relevant 
Res2 Blocks. The experimental findings are displayed in Table 6.

The data comparison in Table 6 indicates that the mAP@.5 for Models 1 and 2 has increased by 1% and 
0.7%, respectively, compared to YOLOv3. This result suggests that Res2 Block contributes to the feature 
extraction and feature processing stages. The Res2 Block, however, has a bigger disparity between the 
prediction frame produced by the model and the true frame at IoU > 0.5, as seen by a lower mAP@.5:.95 for 
Model 2 compared to YOLOv3, which is 1.7% lower. The Bottleneck Block was swapped out for the Res2 
Block in the backbone and neck to create the Res2 YOLOv3 model. The mAP@.5 and mAP@.5:.95 of this 
model both increased, proving a greater contribution of the Res2 Block to the feature extraction and 
processing steps.

5.5 Loss for bounding box regression
The GC_Res2 YOLOv3 model was trained, and the localization loss values during training were recorded 
using a combination of GC Block and three loss functions, DIoU, CIoU, and GIoU, respectively, as shown 
in Figure 9. This was done to confirm the localization performance of GC Block and CIOU for individual 
dairy cows in dense situations.
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Table 6. Res2 Block performance verification

Model Backbone Neck mAP@.5 mAP@.5:.95

YOLOv3 0.892 0.673

Model 1 0.902 0.674

Model 2 0.899 0.656

Res2 YOLOv3 0.901 0.677

Figure 9. Loss for Bounding Box Regression under different IoU calculation methods.

In Figure 9, the horizontal point represents the number of times the model has been trained to 200, and the 
vertical coordinate represents the model's localization loss value. The Global Context (GC) module may 
significantly increase the localization accuracy of individual dairy cows, as can be seen from the two curves 
of CIoU and GC+CIoU. The model with the GC module has a smaller value of localization loss. The 
localization loss value decreases more quickly for the two localization loss curves, GC+GIoU and GC+DIoU, 
during the 13-85 stage. After 85 epochs, the localization loss for GC+CIoU continues to decline, and the 
localization loss reaches its lowest value after the model training is finished. Figure 9 illustrates that the 
CIoU and GC modules are superior at identifying specific dairy cows inside the model.

5.6 Discussion
To increase the dairy cow behavior recognition accuracy based on the dairy cow behavior dataset, this work 
created and improved GC_Res2 YOLOV3, although there are still certain drawbacks, which are shown in 
Figure 10.

The results of GC_Res2 YOLOV3 recognizing dairy cow behaviors on different scales are shown in 
Figure 10. The dairy cow's mounting behavior has been recognized by GC_Res2 YOLOV3 in Figure 10A 
and B. Dairy cow mounting is the cooperative behavior of two dairy cows. The model will recognize the 
behavior of the two dairy cows independently when the mounting features are not immediately apparent. 
As shown in Figure 10A, GC_Res2 YOLOV3 recognized dairy cow mounting behavior as standing and 
mounting behavior. For the behavior recognition result of a single dairy cow, the recognition result is 
correct, but we prefer the model to recognize it as a mounting behavior. The recognition of the little target 
dairy cows' mounting behavior is shown in Figure 10B. Only the dairy cow mounting label is visible in 
Figure 10B since the dairy cow's target is small and other behavior labels will cover it. The distant mounting 
behavior can be recognized by GC_Res2 YOLOV3, but the outcome is unstable because certain detection 
frames have lower scores. Low-scoring detection boxes would be filtered out when presented; therefore, this 
does not affect the display. When the features of the mounting behavior are not instantly obvious, GC_Res2 
YOLOV3 will recognize the behavior of two dairy cows alone rather than recognizing it as a mounting 

√
√

√ √
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Figure 10. GC_Res2 YOLOV3 results for dairy cow behavior recognition.

behavior, according to the analysis of the behavior of the dairy cows in Figure 10A and B. Future efforts 
should be made to improve this path.

The outcomes of GC_Res2 YOLOV3 recognized dairy cows’ walking and standing behaviors are displayed 
in Figure 10C. The walking behavior was recognized as standing behavior in the first image of Figure 10C. 
The standing behavior was recognized as walking in the second image of Figure 10C. GC_Res2 YOLOV3 
successfully recognized the standing and walking behavior of dairy cows in the last image of Figure 10C. 
GC_Res2 YOLOV3 is easy to confuse dairy cows’ walking and standing behavior. The result was the same 
as that shown in Figure 8. The walking dairy cow in Figure 10C is a small target, and the behavioral features 
that GC_Res2 YOLOV3 has acquired are biased more toward standing behavior, which causes mistakes in 
behavior recognition. If you look closely at Figure 10C, you will notice that the standing dairy cow's legs are 
slightly crossed. Based on the features of the leg crossing, GC_Res2 YOLOV3 recognized this as walking 
behavior. GC_Res2 YOLOV3 successfully recognized dairy cows’ standing and walking behaviors in the last 
image of Figure 10C. The outcomes of recognizing the multi-scale behavior of dairy cows in various 
scenarios are shown in Figure 10D. GC_Res2 YOLOV3 could correctly recognize dairy cow behaviors.

In conclusion, GC_Res2 YOLOV3 can recognize multi-scale dairy cow behaviors in a variety of situations. 
Standing and walking of dairy cows have visually similar features, which will increase the difficulty of 
recognizing these two behaviors in multi-scale situations. Although GC_Res2 YOLOV3 makes a few 
mistakes when recognizing dairy cows’ standing and walking behavior, it performs better than the 
unimproved model in recognizing these behaviors. Future studies will use the 3D model to recognize two 
behaviors and extract the spatial and temporal dimension features of dairy cow behaviors. The 3D model 
can better distinguish between dairy cows’ standing and walking behaviors because, in the time dimension, 
dairy cows are in motion and have rich dynamic features, but the dynamic aspects of dairy cows' standing 
are less visible.
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5.7 Video analysis of dairy cow behaviors based on GC_Res2 YOLOv3
To confirm GC_Res2 YOLOv3's generalization for dairy cow behavior identification, 37 segments of 
approximately 115 minutes of dairy cow behavior videos were acquired in various settings. The collected 
video also shows multi-scale, lighting, density fluctuations, and other properties. Figure 11 shows the 
GC_Res2 YOLOv3 model's recognition outcomes.

The scenes in Figure 11A-H are similar to those in the training set, and Figure 11I-X are the dairy cow 
behavior images in the new scene. It can be seen from Figure 10 that the recognition effect of Figure 11A-H 
is the best. It is possible to discriminate between the dairy cow behaviors and find the dairy cows with 
obvious targets in Figure 11I-X. The preceding recognition results show that GC_Res2 YOLOv3 can more 
precisely recognize the behaviors of dairy cows in many settings, proving the model's strong generalizability. 
Figure 12 depicts the statistical outcomes of the GC_Res2 YOLOv3 model used to analyze the behaviors of 
dairy cows in the preceding video.

Figure 12A depicts the distribution of the number of dairy cows in all video frames; the ordinate is the total 
number of video frames, and the abscissa is the number of dairy cows. Figure 12A demonstrates that there 
are typically five to ten dairy cows in each image, with more than ten being a rarity. The statistics of the 
GC_Res2 YOLOv3 model's behavior prediction findings for the dairy cows in the video are displayed in 
Figure 12B. The ordinate is the total number of dairy cows in the video, and the ordinate is the behavior 
category of the dairy cows. From Figure 12B, the number of standing, lying, walking, and mounting shows a 
downward trend. Dairy cow behaviors are strongly correlated with a particular period. Dairy cows exhibit 
more lying and standing but less walking movement during the day. It is another piece of evidence that the 
GC_Res2 YOLOv3 model can successfully predict the behaviors of dairy cows in the group breeding setting 
because the statistical results in Figure 12B are congruent with the scenario in the dairy cow farm.

6. CONCLUSIONS
This YOLO-based research addresses challenges in densely populated dairy farming, overcoming multi-
scale detection and individual dairy cow localization difficulties. Through refinements in YOLOv3, the 
introduction of the Res2 backbone enhances the model's capability to capture nuanced behavioral features, 
while the integration of the GC Block strengthens localization. Our dairy cow behavior detection model 
achieves high accuracy, with rates of 90.6%, 91.7%, 80.7%, and 98.5% for standing, lying, walking, and 
mounting, respectively. The remarkable average accuracy of 90.4% outperforms YOLOv3, YOLO-tiny, and 
other models by 1.2% and 12.9%, highlighting the superior performance of our model. The recognition 
performance for the similar actions of walking and standing increased by 2.6% and 1.4%, respectively. 
GC_Res2 YOLOv3 establishes a feature extraction backbone with Res2 Block, integrating multiple receptive 
fields. This effectively addresses the challenge of low model recognition results caused by the multi-scale 
behaviors of dairy cows. Additionally, the model incorporates an improved detector to enhance its ability to 
identify specific dairy cows in diverse dense scenes. The identification and visualization results in a new 
scenario further demonstrate the model's strong generalizability.
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Figure 11. Detection video samples.

Figure 12. Statistics of dairy cow behaviors in the videos.
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