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Abstract
This paper introduces an innovative staircase shape feature extraction method for walking-aid robots to enhance en-
vironmental perception and navigation. We present a robust method for accurate feature extraction of staircases
under various conditions, including restricted viewpoints and dynamic movement. Utilizing depth camera-mounted
robots, we transform three-dimensional (3D) environmental point cloud into two-dimensional (2D) representations,
focusing on identifying both convex and concave corners. Our approach integrates the Random Sample Consensus
algorithm with K-Nearest Neighbors (KNN)-augmented Iterative Closest Point (ICP) for efficient point cloud regis-
tration. The results show an improvement in trajectory accuracy, with errors within the centimeter range. This work
overcomes the limitations of previous approaches and is of great significance for improving the navigation and safety
of walking assistive robots, providing new possibilities for enhancing the autonomy and mobility of individuals with
physical disabilities.
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1. INTRODUCTION
Understanding the environment is crucial for robots to traverse through complex terrains, especially in uneven
terrains involving stairs [1–3]. Accurately perceiving and recognizing the shape feature of staircases remains a
significant challenge for walking-aid robots, significantly influencing their autonomy and safety. This paper
presents an innovative and robust staircase shape feature extraction method to enhance the environment per-
ception abilities of walking-aid robots.

In recent years, the development of robotic systems has been increasingly focused on assisting individuals in
various daily activities [4–7], notably inmobility assistance [8–21]. Walking-aid robots have emerged as important
tools, assisting individuals with limited mobility to walk in various terrains. However, their seamless traver-
sal of stairs still requires improvement. The ability of these robots to help people successfully navigate stairs
depends on their accurate detection and negotiation of staircases, emphasizing the importance of efficient
environment perception.

Plenty of research has been conducted using images or point cloud on staircase detection. Earlier approaches,
such as those by Cong et al. [22] and Murakami et al. [23], utilized image-based methods, including edge detec-
tion on RGB images. However, these methods present limitations in low-light conditions and lack of depth in-
formation. Point cloud, often collected fromLightDetection andRanging (LiDAR) sensors and depth cameras,
has been utilized to overcome these issues. The depth point cloud helps estimate accurately the geometry and
location of staircases, which is crucial for navigation. Various techniques, including variations of the Random
Sample Consensus (RANSAC) algorithm, have been used extensively for plane segmentation and staircase de-
tection [24]. Recent advancements in stair detection involve a deep learning-based end-to-endmethod, treating
stair line detection as a multitask involving coarse-grained semantic segmentation and object detection. This
strategy has shown high accuracy and speed, significantly outperforming previous methods [25]. Open3D [26],
an open-source three-dimensional (3D) data processing library, has also been widely applied to process stair-
case point cloud [27]. However, implementing existing staircase recognition methods on walking-aid robots
presents significant challenges. These challenges stem from the limited computational capacity of such robots
and the dynamic nature of their movement alongside human users. This movement often results in unpre-
dictable fluctuations in the captured images or point cloud. Additionally, the camera position on these robots
at lower altitudes leads to a restricted field of view, further complicating the recognition process. These factors
collectively pose difficulties in effectively deploying staircase recognition technologies in walking-aid robots.
Therefore, related work on these robots usually focused on simple geometry size recognition of the environ-
ment structure. The references [28] and [29] proposed using a depth camera to measure the size of obstacles
and the distance between the exoskeleton and obstacles to determine whether the obstacle is crossable. Based
on these assessments, the exoskeleton adapts by switching between predefined operational modes accordingly.
The reference [30] proposed to reduce the dimension of the depth point cloud of the environment to reduce
computational burden and recognize the shape parameters of the stairs (e.g., the height and width of the stair-
case) by the RANSAC algorithms. A significant drawback of existing methods is the lack of global positioning
and motion state information. The ability to adapt based on predefined operational modes does not compen-
sate for the robot’s inability to understand its position within a larger environmental context. This limitation
makes it hard to execute predictive and adaptive control on robots which is essential for advanced navigation
and safety strategies. It reduces the robot’s effectiveness in complex or dynamically changing environments.

In light of these limitations, our research seeks to address these gaps by offering amore comprehensive method
for environmental perception. By focusing on advanced feature extraction techniques and point cloud regis-
tration algorithms, our method aims to enhance the robot’s ability to perceive, understand, and adapt to its
surroundings. This includes improving global positioning and motion state awareness, which are crucial for
predictive and adaptive control. We have conducted preliminary work to construct an environmental map
through point cloud registration algorithms and achieve real-time self-awareness of the robot’s position in
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the environment by perceiving relative motion between frames [31]. Utilizing this information can guide the
walking-aid robot to achieve more robust movement in complex environments. The above process often in-
volves the following steps:

• Data Acquisition: Use sensors such as depth camera [1] and LiDAR [18] to obtain point cloud data from the
environment.

• Feature Extraction: Extract key features from the point cloud [31,32], such as surface features or corners, for
matching in subsequent steps.

• Point Cloud Registration Algorithm: Employ registration algorithms to align feature points collected at
different times or positions [33,34], creating a unified environment map and estimating the relative motion
between adjacent frames by comparing their features.

In specific scenarios, systematically extracting corner points or straight lines from point cloud for registration
can reduce computational costs and mitigate the risk of erroneous matching due to shape similarities. The
core of our study is an improved feature extraction method that enables these robots to better understand
and interact with their surroundings, especially staircases. Our previous work concentrated on extracting
convex corners from staircases in point cloud. Although the method was effective in many scenarios, we
identified certain limitations, particularly in situations with restricted perspectives, leading to errors in point
cloud alignment. Our current research addresses these issues, presenting an innovative approach that offers
more robust and accurate feature extraction, even in challenging viewpoints.

This paper outlines our novel method, beginning with acquiring 3D point cloud data using depth cameras
mounted on walking-aid robots. We delve into the specifics of transforming this data into a two-dimensional
(2D) representation and the subsequent steps for feature extraction. Our approach is comprehensive, con-
sidering various camera perspectives and incorporating both convex and concave corners in the extraction
process. We employ advanced algorithms such as RANSAC and K-Nearest Neighbors (KNN)-augmented
Iterative Closest Point (ICP) to enhance its accuracy and efficiency.

The main contribution of this paper is that it introduces a robust method for extracting staircase shape fea-
tures from point cloud. This method significantly improves upon previous techniques by accurately identify-
ing featured corner points in staircases, even under restricted viewpoints and fast movement scenarios. This
enhancement addresses the limitations of earlier methods and ensures more reliable and robust feature extrac-
tion. By integrating the RANSAC algorithm and the KNN-augmented ICP method, the paper presents an
improved performance for point cloud registration. This advancement significantly enhances the efficiency
and robustness of point cloud processing in walking-aid robots when traversing through stairs.

This work represents a step forward in assistive robots in complex terrains. Improving the perception capabil-
ities of walking-aid robots, it aims to contribute to safer and more reliable walking assistance for individuals,
thereby enhancing the independence and well-being of individuals with mobility challenges.

2. METHODS
In this section, we introduce our novel approach for extracting staircase shape features. In our earlier work [31],
our feature extractionmethod focused solely on extracting convex corners as feature points from each staircase
in point cloud. However, we encountered limitations in certain scenarios where feature points could not be
reliably extracted due to restricted perspectives. These limitations led to cumulative errors when performing
frame-to-frame point cloud alignment.

To address these challenges and enhance the performance of staircase feature extraction and subsequent point
cloud registration, we present an innovative method. This method aims to provide more robust and accurate
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Figure 1. An overview of the proposed staircase shape feature extraction method. 3D: Three-dimensional; IMU: inertial measurement unit.

Figure 2. An example of how the depth camera is integrated into typical walking-aid robots, e.g., lower-limb prostheses.

feature extraction from staircases, even with constrained viewpoints. In this way, it helps mitigate the issues
associated with cumulative errors during point cloud alignment, improving overall performance.

The overview of this method is depicted in Figure 1. We acquire 3D point cloud data of the environment using
a depth camera mounted on walking-aid robots. These robots include powered prostheses [1,35] and lower-
limb exoskeletons [36]. To provide context, Figure 2 illustrates the integration of the depth camera into typical
walking-aid robots.

Once the raw 3D environmental point cloud, denoted as Camera𝑷3D, is rotated by Equation 1 to align with the
ground coordinate system:

Ground𝑷3D = Ground𝑹Camera · Camera𝑷3D, (1)

where Ground𝑷3D and Camera𝑷3D are the point cloud in the ground coordinate system and camera coordinate
system, respectively, and Ground𝑹Camera is the rotationmatrix from the camera to the ground coordinate system,
which can be calculated from the Euler angles measured by the inertial measurement unit (IMU) attached to
the camera.

The rotated point cloud Ground𝑷3D is then subjected to dimension reduction, as given in Equation 2, where
𝑛 represents the total number of points in Ground𝑷3D. 𝑈 is the set of indexes of the points of which the 𝑦

coordinate (perpendicular to the human’s sagittal plane) is between -0.1 and 0.1 m. This subset extraction
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process ensures that only points included in a narrow segment along the human’s walking direction are selected
to represent the terrain shape. Ground𝑷2D is the set of 2D point (𝑥𝑘 , 𝑧𝑘 ) of which the index 𝑘 is in𝑈. Dimension
reduction is achieved by only involving the 𝑥 and 𝑧 coordinates in Ground𝑷2D, which projects all the 3D points,
of which the indexes belong to 𝑈, to the human’s sagittal plane. This preprocessing strategy, including point
cloud rotation, subset extraction and dimension reduction, leads to the conversion of the 3D data into a 2D
point cloud Ground𝑷2D that is now represented within the ground coordinate system, which aims to lower the
computation burden when dealing with 3D point cloud data.


Ground𝑷3D = {(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) |𝑖 = 1, . . . , 𝑛 }
𝑈 = { 𝑖 | − 0.1m < 𝑦𝑖 < 0.1m}
Ground𝑷2D = { (𝑥𝑘 , 𝑧𝑘 ) | 𝑘 ∈ 𝑈}

(2)

The process of point cloud registration for all points within the 2D point cloud set demands significant compu-
tational power from the hardware andmay lead to prolonged processing times. In response to these challenges,
our earlier work [31] proposed to extract featured corner points from the 2D point cloud to lower computational
burdens and streamline the registration process.

In light of the unique characteristics of staircases, we conduct a comprehensive analysis that includes all poten-
tial camera perspectives in this work. We systematically identify and select specific corner points on staircases,
including both convex and concave corners, as the focal points of interest. This selection process is carried out
to capture the unique geometric properties of staircases.

In particular, we choose seven distinct 2D point cloud shapes, each corresponding to a specific camera per-
spective when positioned at a relatively low altitude, typically around 0.5 to 1 meter above the ground. These
perspectives are carefully chosen to ensure a comprehensive coverage of possible viewpoints from which stair-
cases may be observed by the walking-aid robots.

The identified corner points of interest, as illustrated in Figure 1, are described as follows:

Point A (depicted as the dark green dot): This represents the convex corner point at the lowest visible staircase
within the camera’s perspective.

Point B (indicated by the dark yellow dot): This corresponds to the concave corner point between two adjacent
staircases.

Point C (represented by the purple dot): This designates the convex corner point at the uppermost visible
staircase when two visible staircases are in the perspective.

It is worth noting that the numbers associated with these corner points indicate the potential number of hor-
izontal lines, i.e., stairsteps, that can be extracted from the point cloud data. This comprehensive approach
of corner point selection enables us to capture the diversity of staircases from varying camera perspectives,
enhancing our ability to analyze and understand their geometric properties effectively.

To facilitate the extraction of corner points from staircases, we employ the RANSAC algorithm [30] to isolate
stairsteps and then identify the corners. In detail, the stairsteps are identified by iteratively selecting a subset
of the observed point cloud using the RANSAC algorithm, and the starting and ending points of the stairsteps
are identified as the corner points.
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Figure 3. Classification of typical 2D point cloud of staircases. 2D: Two-dimensional.

As depicted in Figure 3, our workflow begins with utilizing the RANSAC algorithm to determine the number
of stairsteps visible within the camera’s perspective. This initial step provides a crucial parameter, allowing us
to gain insights into the staircase structure and layout.

Subsequently, we employ a set of if-else rules to classify the captured point cloud data into the aforementioned
seven distinct shapes. These rules consider the specific geometric characteristics of staircases observed from
different camera perspectives. By adhering to these classification rules, we accurately categorize the extracted
point cloud data, ensuring that each shape is precisely identified.

Applying the RANSAC algorithm, in conjunction with the classification rules, is an important part of our
approach. It not only facilitates the precise identification of corner points but also contributes significantly to
the overall accuracy of the feature extraction process. This level of precision is essential for subsequent analyses
and applications, enhancing the robustness and reliability of our method.

Once the initial model is determined via RANSAC and the feature corner points are successfully extracted, we
proceed with the KNN-augmented ICP [37] for point cloud registration and estimation of the motion of the
depth camera integrated into the walking-aid robot. The integration of RANSAC and the KNN-augmented
ICP enables a two-tiered feature extraction and registration approach. Initially, RANSAC provides a robust es-
timation of the staircase geometry, effectively handling outliers and incomplete data. Subsequently, KNN-ICP
refines this estimation by ensuring that only the most relevant points are used for final alignment, enhancing
the accuracy under dynamic conditions and restricted viewpoints.

This process of the KNN-augmented ICP comprises the following key steps:

KNN Point Selection: In KNN-ICP, we start by using the KNN algorithm to select the nearest neighbors for
each feature point in point cloud 𝑷feature,t captured in timestep 𝑡, i.e., to match each feature point 𝑝𝑖 in feature
point cloud 𝑷feature,t with the nearest K points in point cloud 𝑷feature,t+1 captured in timestep 𝑡 + 1. Since we are
only interested in the nearest neighbor for each feature point for ICP alignment, the value of K is set to 1. This
can be expressed as:
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KNN(𝑝𝑖) = {𝑞𝑖}. (3)

Here, 𝑝𝑖 is the 𝑖th point in point cloud 𝑷feature,t, KNN(𝑝𝑖) represents finding the nearest point in point cloud
𝑷feature,t+1 matched with 𝑝𝑖 , and 𝑞𝑖 indicates the nearest neighbor point.

ICP Transformation Optimization: Once the KNN matching is done, we proceed to optimize the transfor-
mation between the matched points using the ICP algorithm. The objective of ICP is to find a transformation
matrix that maps the points from two sequential point clouds while minimizing the distance between them.
ICP typically uses the least squares method to minimize the error, which can be expressed as:

min
𝑇

𝑁∑
𝑖=1

| |𝑇 (𝑝𝑖) − 𝑞𝑖 | |2. (4)

Here, 𝑇 is the transformation matrix, 𝑁 is the number of points in point cloud 𝑷feature,t, 𝑝𝑖 is the 𝑖th point in
point cloud 𝑷feature,t, and 𝑞𝑖 is the nearest point in point cloud 𝑷feature,t+1 matched with 𝑝𝑖 . The iteration of ICP
begins with an initial guess of the transformation matrix. At each iteration, for each point in the source point
cloud 𝑷feature,t, we find the closest point in the target point cloud 𝑷feature,t+1. The transformation matrix 𝑇 is
updated using the least squares method and applied to the source point cloud. The iteration process continues
until the transformations converge (Δ𝑇 ≤ 𝑇th, where Δ𝑇 is the change in the displacement component of the
transformation matrix 𝑇 in each iteration and 𝑇th is the threshold for convergence, taken as 10−6) or until the
maximum number of iterations (taken as 20) is reached to obtain the final transformation.

Trajectory Estimation: Utilizing the derived transformations between point clouds captured at sequential
time steps, we can effectively estimate the camera motion trajectory by aggregating the frame-to-frame dis-
placements of the point clouds. In detail, the camera motion is reversed to that of the point cloud it cap-
tured. Assuming the sequentially derived transformations between point clouds from timestep 1 to 𝐼 are
(𝑥𝑡 , 𝑧𝑡), 𝑡 ∈ (1, 2, ..., 𝐼), the accumulated trajectory of the camera is then calculated by:

𝑡𝑟𝑎 𝑗camera = {(−𝑥1,−𝑧1), (−𝑥1 − 𝑥2,−𝑧1 − 𝑧2), ...(−
𝐼∑

𝑡=1
𝑥𝑡 ,−

𝐼∑
𝑡=1

𝑧𝑡))}. (5)

The trajectory of the robot can be further calculated from 𝑡𝑟𝑎 𝑗camera and the forward kinematic model of the
robot. This trajectory information proves invaluable for gaining insights into the dynamic movements of both
the camera and the walking-aid robot as they navigate the environment over an extended period.

Following these steps, we effectively extract staircase shape features and register the point clouds from different
frames. The pseudocode of the proposed algorithm can be expressed as Algorithm 1. The code and some
evaluation datasets have been released at https://github.com/Seas00n/MPV_2024.git.

3. PERFORMANCE EVALUATION
3.1 Comparisons with existing methods
In this section, we evaluate our presented staircase shape feature extraction method and draw comparisons
with our prior approach [31], which focuses solely on extracting convex corner points, and also a widely-used
and state-of-the-art method – the Open3D built-in ICP algorithm. To assess the performance of our feature
extraction method, we employ an indirect evaluation metric, that is, the absolute trajectory error between the
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Algorithm 1 Staircase feature extraction, point cloud registration, and camera motion trajectory estimation

1: function Stair_feature_extraction(Ground𝑷2D)
2: 𝑠𝑡𝑎𝑖𝑟_𝑛𝑢𝑚 = RANSAC(Ground𝑷2D) ⊲ Identify the number of stairsteps
3: Classify the staircase shape according to Figure 3 and identify the feature points 𝑷feature
4: return 𝑷feature

5: function KNN_ICP(𝑠𝑜𝑢𝑟𝑐𝑒_𝑐𝑙𝑜𝑢𝑑, 𝑡𝑎𝑟𝑔𝑒𝑡_𝑐𝑙𝑜𝑢𝑑)
6: Initialize the transformation matrix 𝑇 as an identity matrix
7: for 𝑖𝑡𝑒𝑟 = 1 to 𝑀𝑎𝑥𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do
8: Find the nearest correspondences between 𝑠𝑜𝑢𝑟𝑐𝑒_𝑐𝑙𝑜𝑢𝑑 and 𝑡𝑎𝑟𝑔𝑒𝑡_𝑐𝑙𝑜𝑢𝑑
9: Update 𝑇 using the least square method according to Equation 4
10: Apply 𝑇 to 𝑠𝑜𝑢𝑟𝑐𝑒_𝑐𝑙𝑜𝑢𝑑
11: Calculate the change Δ𝑇 in the displacement component of 𝑇
12: if Δ𝑇 ≤ 𝑇th then
13: break
14: return 𝑇

15: 𝑡 = 1
16: while 1 do
17: 𝑷feature,t = Stair_feature_extraction(Ground𝑷2D,𝑡)
18: 𝑷feature,t+1 = Stair_feature_extraction(Ground𝑷2D,𝑡+1)
19: 𝑇 = KNN_ICP(𝑷feature,t, 𝑷feature,t+1)
20: Derive the transformation (𝑥𝑡 , 𝑧𝑡) and calculate 𝑡𝑟𝑎 𝑗camera according to Equation 5
21: 𝑡 = 𝑡 + 1

estimated camera motion trajectory derived from our method and the ground truth trajectory recorded by
the motion capture system (calculated by Equation 6, where 𝑃est,𝑡 and 𝑃gt,𝑡 are the estimated position and the
ground truth position at timestep 𝑡, respectively, and 𝐼 is the total number of timesteps).

𝑋 =

√∑𝐼
𝑡=1

(
𝑃est,𝑡 − 𝑃gt,𝑡

)2
𝐼

(6)

As shown in Figure 4, a male subject was instructed to attach a Time-of-Flight (ToF) depth camera (pmd
Camboard pico flexx2; the parameter of the camera is shown in Table 1) and an IMU (IM948, 150 Hz) above
his knee. His task involved ascending stairs while wearing these devices for eight repeated trials. The width of
the stairs is 28 cm, and the height of the stairs is 9 cm (the first step) and 12 cm (subsequent steps). Throughout
the experiment, the sampling rate of the point cloud was set to 30 Hz. Data from IMU and the camera were
acquired in two threads, and their approximate synchronizationwas achieved by capturing and fusing the latest
data from both threads. In addition to this data, precise ground truth positional information for the camera
was captured by the motion capture system (Raptor-12HS, Motion Analysis Corporation, USA) at a frequency
of 120 Hz. The motion capture markers were also attached to the toe and heel of the subject to record the
position of his foot, but this information was not utilized in this work. The ICP algorithm uses the extracted
feature points to estimate the camera motion in the global coordinate system. The average time for feature
extraction is ∼6 ms, while the KNN-ICP algorithm takes an average of ∼3 ms.

The experiment results, as presented in Figure 5, indicate that the absolute trajectory error across all trials falls
within the centimeter range. The outcomes reveal that the enhanced feature extraction method, as introduced
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Table 1. Parameters of the depth camera

Camera parameters

Size 71.9 mm × 19.2 mm × 10.6 mm
Resolution 224 × 172 pixels
Frame rate Up to 60 fps

Average power consumption 300 mW
Measurement range 0.1 ∼ 4 m

Weight 13 g

Figure 4. The experiment setup for evaluating the proposed staircase feature extraction method. IMU: Inertial measurement unit.

in this paper, contributes to reducing absolute trajectory errors in seven out of eight trials. This implies that
the camera’s estimated motion trajectories, obtained through the proposed method, align more closely with
the ground truth than trajectories derived solely from extracting convex corner points as features.

To demonstrate that our feature extraction system is more suitable for visually constrained prosthetic systems,
we conducted comparative experiments with four repeated trials using the Open3D built-in ICP algorithm [26]

to obtain relative displacement. In the experiment, to ensure fairness, both our algorithm and Open3D’s al-
gorithm used the same 2D point cloud. The point cloud was replicated in columns to transform into a 3D
point cloud for calling Open3D’s built-in ICP method. Based on statistics, the average processing time for
Open3D ICP algorithm on the replicated five-column point cloud is ∼10 ms, longer than the simplified KNN-
ICP method within the 2D plane (3 ms). The odometer trajectory estimation and absolute errors for different
algorithms are shown in Figure 6. The comparison results on the absolute trajectory error and the processing
time demonstrate that the proposed method can achieve better estimation accuracy and a faster processing
speed due to the dimension reduction process.

3.2 Evaluation of the robustness of the proposed method
To evaluate the robustness of our approach across wider scenarios, we tested it on another staircase with stairs
that are 27.5 cm wide and 14.5 cm high. The absolute trajectory error results in four repeated trials on this
higher staircase are presented in Figure 7. The results show that the absolute trajectory errors on both kinds
of stairs are of the same scale, demonstrating the robustness of the proposed method on various stair sizes.
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Figure 5. The experiment results for estimating the cameramotion trajectorieswith the extracted staircase feature points. The blue skeleton
represents the lower limb position of the human subject at the beginning of each trial. The red curves depict the ground truth motion
trajectories of the camera recorded by the motion capture system. The blue curves embody the estimated camera trajectory with the
proposedmethod (denoted as VONew). The green dashed curves display the estimated camera trajectory with our earlier work extracting
only the convex corner points [31] (denoted as VO Pre). XNew and XPre indicate the absolute trajectory error for the two methods.
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Figure 6. The comparison results with the Open3D’s built-in ICP algorithm. The purple dashed curves represent the estimated camera
trajectory with the Open3D’s built-in ICP algorithm (denoted as VO Open3D). 3D: Three-dimensional; ICP: Iterative Closest Point.

Figure 7. The absolute trajectory error results on the higher staircase.
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Figure 8. The experiment setup and absolute trajectory error results on the actual robotic transfemoral prosthesis.

3.3 Evaluation on a robotic transfemoral prosthesis
The proposed approach has also been evaluated on an actual robotic transfemoral prosthesis to demonstrate
real-world viability. As shown in Figure 8, the camera was mounted on the knee joint of the prosthesis. An
amputee subject was instructed to wear the prosthesis to climb stairs. The estimated camera trajectory was
also recorded and compared with the ground truth. The results are shown in Figure 8. The estimated camera
motion trajectory by the proposed method still aligns well with the ground truth, affirming its viability for ap-
plication on actual robots. The error is a bit larger than that obtained on the healthy subject due to unavoidable
mechanical shaking of the joints and also the adapting piece connecting the camera and the prosthesis.

4. DISCUSSION
The findings presented in this study on improved staircase shape feature extraction for walking-aid robots
hold significant implications for the field of walking-aid robots. The successful development of an algorithm
capable of accurately perceiving and interpreting staircase shapes represents a notable advancement to enhance
the autonomy, safety, and adaptability of robotic systems navigating complex environments. It is also crucial
to explore the practical application scenarios where our staircase shape feature extraction method significantly
enhances the operation of walking-aid robots. By delving into these aspects, we aim to underscore themethod’s
impact on robot navigation and safety in real-world environments.

4.1 Key findings of this work
The key findings of this work in staircase shape feature extraction for walking-aid robots are:

1. Robust Feature Extraction: The developed method successfully overcomes the limitations of existing ap-
proaches, ensuring reliable extraction of staircase features even in challenging scenarios, such as restricted
viewpoints and rapid movements of the robot.
2. Improved Point Cloud Registration: The integration of RANSAC and KNN-augmented ICP algorithms
significantly enhances the point cloud registration process, leading to more accurate and efficient handling of
environmental data.
3. Enhanced Navigation Capabilities: The advancements in feature extraction and point cloud processing con-
tribute to the improved navigation capabilities of walking-aid robots, particularly in complex environments
with staircases.

Overall, these findings represent a substantial step forward in robotics, particularly in enhancing the environ-
mental perception and navigational proficiency of walking-aid robots.
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4.2 Potentials for real-time control of walking-aid robots
The proposed method is promising for integration into real-time control of walking-aid robots. Specifically,
when applied to a powered transfemoral prosthesis, it substantially improves the prosthesis’s environmental
awareness, particularly during stair climbing activities. By leveraging our proposed feature extraction method
alongside forward kinematics modeling, the prosthesis comprehensively understands its whole-body position
within the environment. This is critical for navigating the complex geometries of staircases with greater preci-
sion and safety.

Moreover, the ability to estimate the prosthesis’s translational velocity through our feature extraction and ICP
method adds another layer of advantage to its control system. This velocity estimation, combined with the
positional awareness provided by the feature extraction, allows for the deployment of Kalman filters to predict
the prosthesis’s pose with an accurate state transition equation. This prediction capability is essential for im-
plementing model predictive control, enabling the prosthesis to move freely and efficiently on stairs, avoiding
collisions with stair risers and ensuring a smooth locomotion experience for the user.

The efficiency of our method is underscored by the average time consumption of each iteration of feature
extraction and ICP, recorded at around 6 and 3 ms during our experiments. Given that the swing phase of a
human’s gait cycle lasts approximately 800 ms [10,38], the processing speed of our approach is well within the
requirements for real-time model predictive control of walking-aid robots. This demonstrates the feasibility of
integrating our method into the control systems of such walking-aid devices without introducing latency that
could compromise operational efficiency or safety.

While this paper does not focus on real-time control, the implications of our findings for this application
are profound. Integrating our proposed method with the control systems of walking-aid robots represents a
promising direction for future research. In subsequent work, we plan to delve deeper into this integration,
aiming to showcase the full potential of our method in enhancing the autonomy, adaptability, and safety of
walking-aid robots in real-world scenarios.

4.3 Practical application scenarios
One notable application scenario for our method is in residential and public buildings where staircases vary
widely in design and complexity. It enables walking-aid robots to accurately identify and navigate these stair-
cases, adjusting to different angles, widths, and materials. For instance, in a multi-floor home, a robot could
assist individuals by safely guiding them up and down stairs, adapting its real-time movements to avoid obsta-
cles and optimize safety. This method can help enhance the autonomy of the walking-aid robot by providing it
with a detailed understanding of its surroundings and the positions of its joints in the global coordinate system
when moving on stairs; thus, the robot can (1) identify the start and end points of staircases; (2) calculate the
safest path to avoid collisions using artificial potential field, etc., and keep balance using whole-body control,
etc.; (3) dynamically adjust its joint movements based on its own motion state and the staircase’s geometry
detected through our feature extraction method; and (4) autonomously navigate between staircases using op-
timal control [39], etc. Such adaptability is crucial for ensuring the robot can operate independently, without
constant human supervision, thereby improving the efficiency of assistance provided to patients.

The proposed method can also be applied in outdoor scenarios. Compared to depth cameras based on struc-
tured light (such as Intel RealSense and Microsoft Kinect V1) or stereo vision methods, the ToF camera used
in this work is more resistant to external light interference [40] and can acquire the 3D environmental point
cloud in front of the camera under outdoor lighting conditions.
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4.4 Advantages
Combining the presented RANSAC and the KNN-augmented ICP is particularly effective in dynamic envi-
ronments and restricted viewpoints for several reasons:

1. Robustness to Motion: The ability of RANSAC to handle outliers means that the motion of the robot does
not affect the staircase shape classification.
2. Accuracy in Real-Time Environments: The efficiency of KNN in the ICP algorithm ensures that the point
cloud registration only uses themost relevant points and remains accurate evenwhen the environment changes,
which is crucial for real-time locomotion assistance.
3. Adaptability toDifferent Viewpoints: By augmenting ICPwithKNN, the alignment of the point cloud data is
based on the most relevant and geometrically consistent points, which is critical in scenarios with limited field
of view. This ensures that each data segment contributes to a comprehensive understanding of the staircase
geometry.

4.5 Limitations
It is essential to acknowledge certain limitations. Despite significant advancements, the algorithmperformance
might still be influenced by certain highly irregular or uncommon staircase designs not extensively represented
in the presented staircase point cloud classifications in Figure 1. Overcoming these limitations might necessi-
tate further refinement and expansion of the environment point cloud dataset to encompass a wider array of
staircase variations.

While improvements have been made, the method may still face challenges in extremely dynamic or unpre-
dictable environments, where rapid changes in the robot’s movement or environmental conditions could affect
the accuracy of feature extraction and point cloud registration.

4.6 Future research directions
Future research directions for this work include:

1. AlgorithmOptimization for Diverse Hardware: Developing more efficient algorithms that can be effectively
implemented on a wider range of walking-aid robots with varying computational capabilities.
2. Enhanced Adaptability in Dynamic Environments: Focusing on improving the robustness of the feature
extraction method to better handle highly dynamic environments and unpredictable scenarios.
3. Integration with Advanced Sensing Technologies: Exploring the integration of emerging sensing technolo-
gies to further refine environmental perception and feature extraction accuracy.
4. Real-World Testing and Validation: Conducting extensive real-world testing to validate and refine the pro-
posed method under various environmental conditions and scenarios.

5. CONCLUSIONS
In conclusion, this paper presents significant advancements in the domain of staircase shape feature extraction
for walking-aid robots. The proposed approach successfully addresses the limitations of previous methods,
offering a more robust and accurate system for environmental perception in complex terrains, particularly
staircases. The integration of algorithms, such as RANSAC and KNN-augmented ICP, has been demonstrated
to substantially enhance the point cloud registration process, thereby improving the accuracy and efficiency of
feature extraction. The results show that the absolute trajectory error across all trials falls within the centimeter
range.

The findings demonstrate the potential of this method in enhancing the navigational capabilities of walking-
aid robots, contributing to safer and more reliable mobility assistance. However, there are still limitations,
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such as the challenges in highly dynamic environments, which highlight areas for future improvement. Future
research should focus on optimizing algorithms to enhance adaptability in dynamic settings and integrating
cutting-edge sensing technologies. Additionally, real-world testing and validation are essential to further re-
fine the method and ensure its practical applicability in various environmental conditions. Overall, this work
is expected to provide new opportunities for improving the quality of life for individuals with mobility impair-
ments.
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