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Abstract

The advancement of computational abilities has taken us from the days of machines performing simple, one-
dimensional tasks to themselves learning and applying knowns to unknowns. Artificial intelligence (Al) has
become integral in daily life, yet there is vast room for application in surgery. Cancer research can divert
attention from more prevalent benign diseases which may equally cause a significant impact on quality of life.
Here we review recent advancements in the field of Al for diagnostics, management, and prognostication of
benign prostatic hyperplasia, evaluating the strengths and limitations of these approaches with implications for
future research.
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INTRODUCTION

Artificial intelligence (AI) is a broad term that describes the ability of a computer or machine to perform
tasks that would normally require human intelligence. One area of AI which has garnered significant recent
interest is machine learning (ML). It involves the incorporation of algorithms into a model, and then
training the model on existing data sets to allow learning and prediction of outcomes from unseen data sets.
Deep learning (DL) is a subset of ML that encompasses several layers of processing [e.g., convolutional
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Artificial Intelligence
(Al) To incorporate human behaviour and

intelligence to machines or systems.

Machine Learning
(ML) Methods to learn from data or past
experience, which automates

analytical model building.

Computation through multi-layer

Deep Learning
neural networks and processing.

(DL)

Figure 1. An overview of Al, ML and DL (image adapted with color changes from™).

neural networks (CNNs)] to create predictive and analytical models [Figure 1], which often produce
superior results in practice.

Examples of Al in surgery include image analysis for diagnostics, optimizing management techniques, and
prognostication”. However, while recent advances have been made in urological oncology, applications of
Al in benign conditions have been underexplored".

While prostate cancer (PCa) is the second most commonly diagnosed cancer in men worldwide, the
incidence of benign prostatic hyperplasia (BPH) far exceeds this, with a prevalence of 50% and 80% in men
by the 6th and oth decade of life, respectively'*”. BPH and its treatment are associated with urinary
dysfunction and retention (features of bladder outlet obstruction), increased risk of urinary tract infections,
sexual dysfunction, and even fatal consequences as a result of complications'“*. Therefore, further research
is vital for advancing patient care in this field, and indeed, the high incidence and prevalence of BPH
provide the large data sets necessary to train powerful AT models.

SEARCH STRATEGY AND ARTICLE SELECTION

The initial article collection strategy comprised a simple search on PubMed using the following phrases:
“(artificial intelligence benign prostatic hyperplasia) OR (artificial intelligence benign prostatic
enlargement)” since 2021, yielding 35 results.

Inclusion criteria:

Studies including data on benign prostatic hyperplasia/enlargement (BPH/BPE)
Primary research articles

Use of Al in diagnosis/management options/treatment outcomes

Human participants
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Studies comparing prostate Ca with BPH/BPE

Full-text articles

Exclusion criteria:

Animal studies

Reviews/case studies/meta-analyses

Studies comparing Al in robotic surgery

Studies on prostate Ca purely

Studies outlining homeopathy-based diagnostics and/or treatments

Eight papers were selected for this review [Table 1].

ARTIFICIAL INTELLIGENCE IN DIAGNOSTICS OF BPH

Diagnostics using non-invasive imaging techniques

Of the diagnostic methods used in the diagnosis of BPH, magnetic resonance imaging (MRI) is one of the
most common'"*?, Intra- and inter-variability of MRI interpretation by radiologists have led to attempts at
standardization>'*. The application of Al to image analysis has the potential to eliminate human bias while
significantly reducing the time required for interpretation"”. The limitations of Al lie in its reduced
accuracy and applicability to wide ranges of data sets compared to its human counterpart (i.e.,
radiologists)"".

Radiologists will often manually segment prostate MRI images to facilitate diagnosis - a time-consuming
process with variable outcomes'"”. Gao et al. aimed to produce high-quality prostate MRI segmentation by
employing DL techniques"®. The study sample comprised 89 patients with histologically confirmed PCa
(n=39) or BPH (n = 50). Three distinct CNNs (PSSNet, Deeplabv3+, and Pixenet) were trained in a
supervised manner to segment their MRI images. PSSNet demonstrated the most precise processing,
creating sharper images with higher resolution compared to routine MRI. As a result, the diagnostic
accuracy of BPH from the CNN-processed MRI images was 14% higher compared to the accuracy from
routine MRI. With this technology being applied to BPH, possible practical applications include faster
segmentation time and identification of clinically significant features of the benign prostate, such as
intravesical prostate protrusion, lobar distribution, and overall prostate volume!**"\,

Image analysis may provide enhanced results by extending the analysis area beyond solely the main region
of interest (ROI). Zhang et al. conducted a comparative analysis between a DL algorithm, namely a bi-
directional convolutional long short-term memory network (CLSTM), and a radiomics ML (non-DL)
algorithm, for differentiating diagnoses of PCa versus BPH using dynamic contrast-enhanced MRI (DCE-
MRI)?. The patient cohort consisted of 136 individuals who underwent prostate multi-parametric-MRI,
with confirmed diagnoses of either PCa or BPH. While the importance of peritumoral tissue in diagnostics
has been acknowledge, the extent to which the ROI should be increased has not been determined™".
Researchers identified three different methods for extracting the peritumoral region and compared the
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Table 1. Summary of research discussed in the article

No. of

Study participants Applications Al system used Key findings Main limitations
Gaoetal. Nov 89 Diagnosis PSSNET segmentation Segmenting prostate MRIs to delineate relevant parts for PCa and BPH Small sample size. Comparison is made to cancer
2021" method in CNN. diagnosis. PSSNet was a superior processing algorithm. CCN-based prostates and not normal prostates, so CNN is less
images increase diagnostic accuracy by 14%. likely to diagnose BPH solely.
Zhang et al. 136 Diagnosis DL algorithm - CLSTM Found that a 20% increase in ROl from peritumoral tissue gives Single-center study, small sample size and the index
Jan 2023 network vs ML algorithm significant differences in diagnostic accuracy, with DL being superior to suspicion lesion were initially outlined by
(radiomics). ML, when differentiating between PCa and BPH. radiologists who may harbor some bias.
daSilvaetal. 100 Diagnosis Paige Prostate. Al applied to WSIs of TRUS prostate biopsies. Results showed that No inclusion of normal prostates. The focus of the
Jun 202174 Paige Prostate had a sensitivity of 0.93 and a specificity of 0.98 for study was not benign lesions. Unclear stats for
benign slides. benign diagnoses which had to be manually
calculated.
Liu et al. Jun 315 Diagnosis Comparing 5 ML algorithms - Used immunohistochemical markers P504 and P63 to develop an ML Potential sampling errors due to biopsy sample vs
2022 RF, LR, GBDT, k-NN, and model that could predict P504/P63 status via MRI for pts with BPH, whole prostatectomy sample. Different algorithms
AdaBoost algorithms. Pca and atypical hyperplasia. RF demonstrated the highest accuracy perform better/worse with differing sample sizes.
across all three labels. Variation in IHC markers across racial cohorts. ROI
not subdivided.
lwamura etal. 95 Diagnosis Tensor Flow Deep Learning Used immunoglobulin N-glycan signatures to aid in early diagnosis of ~ Considerable overlap of BPH with other prostatic
Jul 20221 Classifier algorithm. BPH. Supervised ML-model training was undertaken with data from diseases. Potential selection biases.
patients with known diagnoses of BPH. True positive/negative rates
were 61.1%, with little overlap with non-prostatic diseases.
Wang et al. 729 Diagnosis Used Pytorch to build a DL Used SERS to create fingerprints of serum samples for patients with Single-center study. Most limitations of the paper
Jan 2023 model (CNN). PCa vs. BPH. Applied CNN to analyze the SERS data. Results from CNN are relevant to differences between grades of PCa
analysis evaluated through accuracy and ROC-AUC. Accuracy and rather than the diagnosis of BPH.
ROC-AUC were highest when using SERS + PSA + age data for
modeling.
Tzelvesetal. 153 Management Clustering analysis using k- Used unsupervised methods of learning to identify whether patients No significant outcomes using Al methods.
Jun 202257 means algorithm. with similarities/differences would be best managed through similar
surgical techniques. No pattern of surgical choice was found based on
patient pre-operative characteristics.
Mourmouris et 153 increased  Clinical outcomes Supervised regression Compared different ML algorithms to see which is best for the Single-center study. Artificial increase in sample
al. 202154 to 606 after surgical algorithms employed in the prediction of outcomes of surgically managed BPE (IPSS score and size. Lack of clarity whether test data sets used for
management of BPE ~ WEKA data mining software ~ Qmax changes). predictive modeling was the same as the training
for predictive modeling. data set - could lead to over-fitting.

AdaBoost: Adaptive boosting algorithms; Al: artificial intelligence; AUC: area under the curve; BPE: benign prostatic enlargement; BPH: benign prostatic hyperplasia; CLSTM: convolutional long short-term memory
network; CNN: convolutional neural network; DL: deep learning; GBDT: gradient boosting decision tree; IHC: immunohistochemical; IPSS: international prostate symptom score; k-NN: k-nearest neighbor; LR: logistic
regression; ML: machine learning; MRI: magnetic resonance imaging; PCa: prostate cancer; PSA: prostate-specific antigen; PSSNET: pooling layer-based semantic segmentation; Qmax: maximum flow rate; RF:
random forest; ROC: receiver operating characteristic; ROI: region of interest; SERS: surface-enhanced Raman spectroscopy; TRUS: transrectal ultrasound scan; WSI: whole slide imaging.
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diagnostic results obtained through examination of the tumor alone versus various ROIs, with altering
amounts of peritumoral tissue.

The results revealed that employing the +/-20% region-growing method increased the mean area under the
curve (AUC) for both DL and radiomics (0.89 and 0.79, respectively). The performance of CLSTM was
overall superior to the radiomics model. Further expansion of the region-growing method reduced the AUC
for both. These findings suggest that the accuracy of diagnosis can be improved by incorporating a slight
increase in ROI outside the tumor zone, and the application of DL can further enhance this improvement.

Diagnostics using invasive biopsies

Biopsy sampling often follows imaging of prostatic lesions if deemed suspicious by radiologists. A 2021
study aimed to evaluate the accuracy of a CNN DL model called Paige Prostate in classifying transrectal
ultrasound (TRUS) biopsy slides from 100 patients as either benign, suspicious, or malignant*’. Paige
Prostate identified 379 out of the total 579 samples as benign; this included one slide which after further
analysis, had been labeled incorrectly by pathologists. There were two false positive and 27 false negative
results. Overall, Paige Prostate demonstrated a sensitivity of 0.93 and a specificity of 0.98 for B. This
demonstrates a potentially useful screening application for AI - the identification and exclusion of benign
lesions prior to analysis by histopathologists.

It is widely acknowledged that the process of biopsy acquisition may engender varying degrees of anxiety in
patients'””. However, leveraging historical data on significant tumor markers and correlating it with imaging
data presents an opportunity to predict the relationship between the two, and subsequently facilitate
diagnosis without invasive procedures.

To this end, a recent 2022 study utilized immunohistochemical (IHC) markers P504s (positive in PCa and
negative in BPH) and P63 (positive in BPH and negative in PCa)®. The authors aimed to develop a ML
model that could apply MRI data as a surrogate to predict P504s/P63 status. A cohort of 351 patients with
different diagnoses and IHC-staining patterns was divided into three groups, one with benign lesions
(n = 33, P504s negative/P63 positive) and another with PCa (n = 131, P504s positive/P63 negative). The
third group consisted of an amalgamation of several other prostatic diseases, the significance of which will
be further explored in the discussion. Two experienced radiologists extracted 851 radiomics features from
the MRIs of each patient, and the training and testing sets were divided in an 80:20 ratio. Five algorithms,
including random forest (RF), logistic regression (LR), gradient boosting decision tree (GBDT), k-nearest
neighbor (k-NN), and adaptive boosting algorithms (AdaBoost), were employed for predictive modeling,
with performance evaluated via receiver operating characteristic (ROC) and accuracy metrics.

The RF model produced the highest ROC curve (0.92) for BPH, while k-NN demonstrated the highest
specificity (0.886) and RF achieved the second-best specificity (0.857). GBDT showed the highest accuracy
for BPH, with a value of 0.847, while RF’s accuracy was 0.831. All models displayed low sensitivity for
atypical prostatic hyperplasia but high specificity. With such promising results, the need for invasive biopsy
procedures may potentially be minimized in the future.

Diagnosis through analysis of serum components

Another non-invasive diagnostic technique is the analysis of serum components. In a recent study
conducted by Iwamura et al., supervised ML models were trained on serum samples collected from a
. The diagnoses included

diverse cohort of 1,312 patients with nine different urological diagnoses”

prostatic (BPH: n = 95) and non-prostatic diseases such as urosepsis. The task was to identify Ig N-glycan
signatures
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(N-glycosylation patterns on the serum protein “Ig”) for each condition and diagnose it accurately. A cross-
validation analysis identified the TensorFlow Deep Learning Classifier algorithm as the optimum model.

The study revealed that a combination of N-glycans A1FB, G1FB, G1!°, and GoFB is crucial for the
detection of BPH. Upon testing, the model achieved a true positive/negative rate of 61.1% in BPH
identification, with little overlap with non-prostatic diseases, as evidenced by an AUC and specificity at 90%
sensitivity greater than 0.95% and 84.2%, respectively. However, the study also revealed a reduction in AUC/
specificity when BPH was compared to other prostatic diseases.

Despite these limitations, the study represents a significant step forward in the development of a reliable
diagnostic tool for BPH. By utilizing the power of supervised ML and Ig N-glycan signatures, the model
shows promise in the early detection and accurate diagnosis of this common urological condition,
potentially improving patient outcomes and quality of life. However, it is important to note that early
detection in a pre-symptomatic setting is unlikely to be of clinical benefit to patients, and it is important to
identify symptomatic cohorts for clinically applicable research that has positive effects on disease outcomes.

Similarly, Wang et al. explored the differences in blood composition between PCa and BPH using serum
samples from 729 patients”. This approach was motivated by the fact that prostate-specific antigen (PSA)
has reduced specificity when differentiating between similar prostatic diagnoses (e.g., PCa versus BPH
versus prostatitis)®**”. The authors employed surface-enhanced Raman spectroscopy (SERS) to create
spectra of multiple different biomarkers/metabolites that are differentially released in BPH and PCa. The
technique generates complex fingerprints and peaks, making interpretation with traditional methods
challenging. To address this, they utilized a CNN to analyze the data. The diagnostic precision of the CNN
model was measured using percentage accuracy and ROC-AUC.

Notably, PCa and BPH groups showed distinct peaks and fingerprint patterns when analyzed using SERS.
The accuracy achieved solely with SERS data was 85.14%, accompanied by an ROC-AUC of 0.87. By adding
PSA and age data into the model, diagnostic accuracy increased to 88.55% with an ROC-AUC of 0.91. These
findings hold promise for improved diagnostics without reliance on invasive techniques such as biopsies.

Artificial intelligence in the management of BPH

Several management options for BPH exist, creating the opportunity for potentially personalized surgical
management for patients”. One study utilized unsupervised learning techniques to investigate whether
patients (with BPE) with similar characteristics were chosen to undergo similar surgical techniques®™. The
study compared three surgical techniques: monopolar transurethral resection of the prostate (mTUR-P),
bipolar transurethral resection of the prostate (bTUR-P), and bipolar transurethral vaporization of the
prostate (bTUVis). The k-means clustering analysis algorithm utilized patterns in pre-operative variables
(e.g., age, PSA, prostate volume, efc.) to identify groups of similar patients for whom particular surgical
techniques may be preferred. However, due to the high variation of patient factors, surgeon’s preferences
and experiences, skill, equipment availability, and other practical factors, no standard pattern of surgical
technique selection was found. These results suggest that the choice of surgical technique may be more
based on practical considerations rather than pre-operative patient factors analyzed in this study.

Artificial intelligence in predicting outcomes for BPH management

Improvement in quality of life following treatment is of great importance to patients””. In a study by
Mourmouris et al., 153 men with benign prostatic enlargement (BPE) were treated using one of three
methods - transurethral vaporization (TUVis), transurethral resection using bipolar energy (TURis), or
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transurethral resection using monopolar energy (TUR)"!. The authors used the synthetic minority
oversampling technique (SMOTE) to increase the size of the data set from 153 to 606 patients. Several
supervised learning algorithms, including RF, k-NN, LR, and others, were employed in the WEKA data
mining software to build predictive models.

Correlation coefficient (R), Mean Absolute Error (MAE), and Root Mean-Squared Error (RMSE) were used
as performance metrics when predicting an increase in maximum urinary flow rate (Qmax) and reduction
in international prostate symptom score (IPSS). RF outperformed all others in predicting Qmax increase
and was superior for R and RMSE in predicting IPSS reduction.

DISCUSSION

Ultimately, AI aims to mimic clinicians in diagnostics, managing BPH, and outcome prediction. It has
proven to be relatively accurate and rapid when tested on particular sets of data taking into account a small
number of variables, as demonstrated in this review. Al can process massive amounts of data rapidly, and
distinguish between similarly presenting conditions, such as BPH and PCa.

However, even with the use of layers of analyses and algorithms (such as in CNNs), there is little research
that integrates patient factors more holistically, such as combining serum analyses and imaging, to create
predictive models. Taking multiple patient and diagnostic factors into consideration is the bread and butter
of a clinician/surgeon during decision-making. One study in this review demonstrated that adding a layer of
this information can improve predictive accuracy, displaying promise for further research.

Much of the research presented in this paper is primarily based on PCa, with applications to BPH simply
being a by-product or an interpretation from the studies, rather than the focus. A limitation of such
research is the lack of control cohorts when training AI models. BPH appears to be compared to PCa rather
than being treated as a stand-alone diagnosis. This reduces the applicability of such research to daily
diagnostics, where the requirement to identify “normal” is key. Furthermore, research concentrating on the
benign prostate would encourage the recruitment of patients with symptomatic BPH, and pave the way
for the identification of applications of Al in this cohort more specifically””. This should be the ultimate
goal when striving for the best clinical practice; the benefit of applying AI to BPH cannot be reliably
ascertained unless the results are applicable to issues faced by patients as opposed to academic diagnoses.

Additionally, in an attempt to incorporate malignant and benign prostatic conditions, limitations in the
applicability of research emerge. This is exemplified by Liu et al., where the 3rd category of patients (aside
from benign prostate and PCa) included all of the following diagnoses: high-grade prostatic intraepithelial
neoplasia (HGPIN) + atypical adenomatous hyperplasia (AAH) + atypical small acinar proliferation
(ASAP). The former two are P504s positive/P63 positive and the latter is P504s negative/P63 negative.
Grouping premalignant and benign conditions together, without considering differences in their IHC-
staining patterns, diminishes the clinical relevance of the research. Concentrating on establishing a strong
base for applications of Al to BPH initially would create a platform for building comparisons between
benign and malignant cases; this is currently difficult due to the lack of a well-established presence of Al in
both sectors. It is crucial to note that the studies mentioned in this review have highlighted the sensitivity
and specificity of their AI models, whereas PPV (positive predictive value) and NPV (negative predictive
value) are arguably more important””. With the high pre-test probability of BPH due to its high prevalence
in the population, the PPV and NPV can be distorted and cloud a clinician’s interpretation of model
outcomes. Taking this into account is key and further highlights the need for testing symptomatic cohorts
to maximize clinical appropriateness.



Page 136 Bansal et al. Art Int Surg 2023;3:129-39 | https://dx.doi.org/10.20517/ais.2023.07

Standardization of reporting methodology, techniques, and results is a natural step forward when research
in a particular sector progresses in numbers. Al in medicine/surgery is still relatively novel; therefore,
quality control of relevant studies has not yet been established, creating concerns with transparency of
algorithms and systems of calculating/presenting results. This creates a bottleneck when attempting to
implement this research in clinical practice and health systems"®. A systematic review by Nagendran et al.
illustrated the issues related to the prospective study designs, methodology, use of small sample sizes,
transparency of AI models, and adherence to existing reporting standards found in most AI studies””. As a
result, the outcomes can be difficult for clinicians to interpret and rely upon, thereby preventing the
implementation of the technology. Standardization in this field, combined with open-source sharing, would
massively accelerate the employment of Al in clinical systems.

The accuracy of Al predictions can be enhanced when sample sizes (input) are augmented
appropriately**'. Several studies in this review have relatively low patient numbers, largely due to being
single-center studies. Liu et al. discussed that different algorithms have varying performances based on
sample size™. Therefore, the superior models in these studies may not be the correct model of choice when
applied to the large sample size faced in daily practice. Advances in prostate segmentation for PCa using Al
versus expert radiologists have been demonstrated in recent times, but the lack of external validation using
larger sample sizes has prevented clinical implementation™*”. Multicenter studies allowing the accumulation
of larger patient cohorts could overcome this limitation with improved results. The quality of output of any
AT model is primarily based on the quality and quantity of the input; case-based reasoning strengthens as
the number of stored cases increases'". The cases of benign disease far outweigh that of cancer, reinforcing
the idea that Al is better applied in the former sector than the latter.

Going even further than multicenter studies, the inclusion of patient cohorts across the globe would further
enhance the applicability of AI models. Racial bias in such studies is common, reducing the accuracy of
results when applied to ethnic minorities”**>*!. Widening the diversity of patients has already proven to
overcome this challenge, and will allow Al to be utilized in places where it is most needed*”\. It would also
be paramount to conduct these studies using BPH cohorts rather than PCa ones, with the aim of starting to
use Al to distinguish between features of symptomatic versus asymptomatic BPH, eventually predicting
suitable intervention options.

CONCLUSION

In summary, this review presents potential applications of AI in the field of BPH when considering
diagnostics, management, and outcome prediction. As expected, much of the advancement has been in
image analysis, which utilizes the abundant data sets currently available. However, the development of non-
invasive diagnostic techniques to replace invasive ones might be most impactful for patients. Enhancement
of this technology for driving the choice of management would move us closer to personalized medicine/
surgery and likely minimize the number of ineffective procedures a patient experiences before positive
results.

While we have discussed the advantages of this research, gaps and limitations of current approaches have
inevitably been highlighted. The most glaring deficit noted is the lack of investigation of AI primarily in
BPH, with most studies focusing on PCa with applications to BPH simply being an extrapolation. Moreover,
the clinical significance of conditions should be central to studies for high impact and applicability; studying
symptomatic BPH is far more relevant practically. The design and reporting standards of AI studies have
also been briefly criticized, which may affect the validity of their results.



Bansal et al. Art Int Surg 2023;3:129-39 | https://dx.doi.org/10.20517/ais.2023.07 Page 137

Suggestions for future research would include the incorporation of multiple layers of information in CNNs,

increased diversity of patient cohorts, research on decision making for invasive methods such as biopsies

using Al predictions, and inclusion of normal controls in model training. With further advancements in this

field, standardization of methodology, reporting and measuring outcomes are a natural progression and

would lead to a more robust setup. We conclude that recent research presents Al as a promising adjunct for

applications in BPH, and discussed avenues with great potential to mature the field from its current nascent

stages to the clinic.
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