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Abstract
In this era when every aspect of society is accelerating, people are always seeking improvement to stay competitive
in their careers. E-learning systems fit into the ever challenging situation and provide learners with remote learning
opportunities and abundant learning resources. Facing with the numerous resources online, users need support in
deciding which course to take, thus recommender systems are applied in E-learning to provide learners with person-
alized services by automatically identifying their preferences. This position paper systematically discusses the main
recommendation techniques employed in in E-learning and identifies new research directions. Three main recom-
mendation techniques are reviewed in this paper: content-based, collaborative filtering-based and knowledge-based
recommendations. The basic mechanism of these technique together with how they are used to fulfill the specific
requirements in the context of E-learning are highlighted and presented. The observations in this paper could support
researchers and practitioners to better understand the current development and future directions of recommender
systems in E-learning.
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1. INTRODUCTION
E-learning, also known as online learning, is expanding in the market during the past few years and has at-
tracted great attentions due to the lockdowns caused by COVID-19. E-learning has become an important way
to acquire knowledge not only for students in schools and universities but also for life-long learners who seek
improvement in their social life and workplace [1]. E-learning provides online courses and learning resources
under various categories such as computer science, mathematics and business. For example, Coursera1 pro-
vides users with courses, degrees, programs and certificates from top universities such as Stanford andHarvard
and companies such as Google and IBM. Faced with various courses and resources, users need to figure out
which course to take to help develop their own career and keep competitive in the global market [2]. There-
fore, it is crucial to develop recommender systems to support users in choosing courses, resources, or learning
materials in E-learning.

The development ofWeb 2.0 and information technology brings a large amount of information to users, which
makes them feel overwhelmed and adds difficulty to decision-making. To solve the information overload
problem, recommender systems are developed as a solution which aims to provide personalized services to
suitable users at the right time [3]. There are two important components in recommender systems: (1) the users
to whom the system provides services; and (2) the items which are products or services to be recommended to
the users such as movies, books, or a mobile plan [4]. Usually, a recommender system helps a user select from a
large number of items by providing a list of item candidates to reduce the time and efforts of users. Nowadays,
recommender systems are widely used in many real-world applications and have become an essential part of
web portals [5].

Depending on the items, recommender systems need different techniques, strategies, and system designs to
fit the context of each application. Recommender systems in E-learning share similarities with famous recom-
mender systems in e-commerce such as the one used by Amazon, as they still fall into four common categories:
content-based, CF-based, knowledge-based, and hybrid [5]. Users in E-learning recommender systems remain
passive and the recommendation mostly relies on the content of the items and the user behaviors collected
when they are using the online system. However, these mature e-commerce recommender systems cannot
be directly applied to the E-learning area [6]. The users in the E-learning recommender systems are students
who are completing their degree in universities or life-long learners who are looking for skills that are helpful
to their career. The items in the E-learning recommender systems can be learning styles, learning materials,
learning activities, courses, or even learning routes. Compared with classical e-commerce recommendation,
recommender systems have unique characteristics in the context of E-learning:

(1) The requirements of learners and content of learning activities contain uncertain and vague information.
For instance, the learners may not know which skills or courses they need, but they know what kind of
job they are looking for. One learning activity can fall into different categories.

(2) The context of learning is important to learners such as the purpose of taking the course and the learning
style. The recommendations for full-time learners and fragmentary time learners should be different.

(3) The learning courses, activities, and materials need to be arranged in order to ensure that the prerequisites
of some courses are met. A simple example is that, if the course “System Design” needs the prerequisite
course “Database”, then it would be unsuitable to recommend the course “System Design” if the learner
has not yet taken the course “Database”.

(4) The need of learners is an adaptive learning route that helps them to gain knowledge continuously. For
the life-long learners, what they need is not only one course, but a learning route that contains a package
of courses, activities, and materials in an adequate order.

1https://www.coursera.org/
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The above characteristics prompted the development of recommendation techniques and strategies for the E-
learning context, especially for supporting life-long learners. The functions of the E-learning recommender sys-
tems are various, including predicting learner performance [7], exercise difficulty ranking [8], learning course/mater-
ial recommendation [9], and learning route planning [10]. In this paper, we aim to review and analyze the re-
search on E-learning recommender systems, identify the main techniques, and discuss future directions.

The rest of this paper is as follows. Section 2 introduces the main techniques in recommender systems. Sec-
tion 3 reviews and summaries the current recommendation models, methods, and applications in E-learning.
Section 4 present the challenges and future directions of E-learning. Section 5 concludes our paper.

2. MAIN TECHNIQUES IN E-LEARNING RECOMMENDER SYSTEMS
Recommendation techniques are extensively studied andmainly classified into three categories: content-based,
collaborative filtering (CF)-based, and knowledge-based. The three categories all have their own characteris-
tics and suitable application scenarios. Content-based recommendation methods profile users with their past
behaviors and recommend items that are similar to user profiles [4]. It is suitable for recommending items with
abundant content information such as documents or webpages. CF-based recommendation methods assume
that similar users will prefer similar items and generate recommendations with the collaboration of users. It
is widely used in many scenarios and well-known through the Netflix competition [11]. Knowledge-based rec-
ommendation uses explicit knowledge of users/items and business rules to profile user interest and provide
recommendations. It is applied in some complex scenarios where items are not rated or not frequently pur-
chased, such as cars, houses, and policies [12]. The hybrid of the above three techniques is widely applied in
many real-world recommender systems as one technique draws on the merits of the others to offset its own
weaknesses [13]. In this section, we briefly introduce the basic mechanisms of these techniques with emphasis
on the methods regularly used in E-learning recommender systems.

2.1 Content­based recommendation techniques
As the name suggests, the mechanism of content-based techniques is to recommend items whose contents are
similar to the ones that learners like according to their historical records [14]. The process of content-based
recommendation is: (1) the item profile is established according to the contents of items. Recall that items in
E-learning recommender systems can be learning materials, learning objects, learning courses, and learning
activities. Content-based recommendation techniques vary depend on the specific items. The items in E-
learning such as learning materials and learning objects are usually in unstructured text data and represented
by words and weights by vector space model and term frequency - inverse document frequency (TF-IDF) [15].
Moreover, items such as learning courses and learning activities are structured data and represented by at-
tributes including categories, prerequisites, lecturers, etc. These attributes may contain complex relationships
and uncertainties, which can be represented by attribute vectors or hierarchical trees; (2) the learner profile
is built with his/her historical record and usually a combination of the item profiles that he/she consumed in
the past. In addition, some meta-data of learners such as learner’s educational background, targeted skills, and
their requirements are also added to the profile; and (3) the recommendation is generated by similarity calcula-
tion and matching between learner and item profiles. In this section, we describe three types of content-based
recommendation techniques: semantic-based, attribute-based, and query-based.

2.1.1 Semantic-based recommendation
Items in E-learning are mostly in text form. We firstly introduce how to extract semantic representations
and build item profiles. Traditional recommendation methods profile items with simple representations by
bag-of-words and calculate the similarity by cosine or Jaccard [16]. These methods have the advantages of easy
deployment, quick output, and practicality, but they fail to consider the word sequence relationship [17]. The
development of the word embedding techniques enables the words and text-structured items to be represented
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by latent vectors. The latent representations of items can be flexibly integrated into an end-to-end neural
network with binary classification according to user’s likes/dislikes [18]. For recommending learning materials
in history courses, the representations of words/concepts in [19] are generated by skip-gram model as well as
by considering the history encyclopedia. The recommendation is then made by calculating cosine similarity.
A convolutional neural network (CNN) is used in [20] to process the text information in learning resources,
which is able to recommend new learning resources to learners on MOOC platform. If we aim to implement
real-time semantic-based recommendation, the recommendation method needs to have the ability to handle
streaming data. Currently, studies on real-time E-learning recommender systems are lacking, but real-time
E-learning recommendation is highly demanded, which forms a promising direction. The details are given in
Section 4.

2.1.2 Attribute-based recommendation
Although the nature of the items in E-learning are text-form, learning resources and learning activities contain
structured attributes, such as category attributes (e.g., business, computer science, and mathematics), lecture
attributes (e.g., credits and course duration), and prerequisite attributes. These attributes can be represented
as linear vectors similar to semantic-based recommendation techniques [21,22]. The relationships between at-
tributes are sometimes complex and form a hierarchical tree structure. Since the learner profile is built with
the his/her historical records, profiling both items and learners requires handling tree-structured data. The
learner profile is built as a learner tree to model the learner’s dynamic preferences on multiple attributes [23].
Similarity calculation and matching algorithms are developed with the tree-structured learner and item pro-
files. Another issue that E-learning recommender systems need to deal with is the uncertainty in the item
attributes and linguistic terms in learner requirements. With a learner profile built by a multi-criteria student
requirement analysis model and a item profile built with attributes of learning materials, a fuzzy matching
method is developed to find the most similar learning materials that are suitable for learners [24]. Learner and
item profile are built as fuzzy requirement tree and fuzzy category tree in [25] and the content- and CF-based
hybrid recommendation method is developed with fuzzy tree similarity measure.

2.1.3 Query-based recommendation
Usually, E-learning recommender systems allow users to provide a query and search for their interested items.
The search query is composed of keywords and treated as user profile by the system [15]. The similarities be-
tween the user profile and the item profiles in the system are calculated, and then an item ranking list with
similarities from high to low is generated for the user to choose. If the query information is used and user
personal profiles are not taken into consideration, then the recommendation is not personalized [26]. If the
query information is taken from users in real-time, the recommendation for the users are real-time recom-
mendations.

However, the query sent by users have other advantages: (1) the query sent by users can reflect the current
interests of the users, which may not be reflected by user’s historical records; (2) the recommendation can be
made by a combination of query and user profile established from the historical records [27,28]. Sometimes the
query inputs of learners are not accurate since learners may not have the domain knowledge to express what
they would like to learn in the new learning area. Therefore, it increases the difficulty to match appropriate
learning material and generate useful recommendation. Query refinement is to help users to generate a more
accurate keyword that can best describe the user needs [29,30]. In [31], the system first extracts concepts from
learning materials with the help of the encyclopedia and then matches the query to the most similar concepts.
The generated concept terms together with the initial query are used to match the learning material and gen-
erate the recommendation. The E-learning recommender systems not only allow learners to send one-time
queries but also allow them to interact with the system through a chat bot to catch the changed preferences [32].
A learner emotion-aware recommendation method is proposed [33] that allows learns to type in a chat-room
page and detect whether the learner has negative emotions or is suffering depression. If the learner has been
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recognized as feeling negative, then an emotion case base regulation is activated to recommend some strategies
to the learner.

2.2 Collaborative filtering­based recommendation techniques
The CF-based recommendation techniques are well-received by the research community [34]. The user prefer-
ence data used by CF recommendationmethods contain explicit ratings (e.g., scores 1-5) and implicit feedback
(e.g., viewing and clicking) on items. In E-learning recommender systems, these feedbacks are also collected
on learning courses, resources, and materials [35]. When generating recommendations for a target user, the ba-
sic mechanism of CF-based recommendation is to find similar users and use them collaboratively to find items
that are unconsumed and interesting to the target user [36]. The initial development of CF-based recommen-
dation methods is memory-based, where similarities between users and items are heuristically found. With
the development of machine learning and artificial intelligence, model-based CF methods are developed for
rating prediction and item ranking. The CF-based recommendation in E-learning is the same as in other ap-
plication areas, if we only take explicit and implicit feedbacks into consideration. What makes the E-learning
recommender system special is that learners’ choices are greatly affected by context [37]. In this section, we in-
troduce two types of CF-based recommendation techniques in E-learning: context-aware and deep CF-based
recommendation.

2.2.1 Context-aware recommendation
Context is defined as the situation that affects the interaction between the user and the system, which can be
other users, location, or atmosphere [38]. The context information of a learner can be his/her prior knowledge,
learning goal, learning style, available learning time, learning progress, location, device, social relations, and
emotions.

To take advantages of the context information, many E-learning recommender systems are designed to be able
to collect, analyze, and integrate this information with learners’ preference prediction [39]. The learners are
clustered by geographical information, device (mobile or desktop) [40], and their learning progress [41], which
are taken into account in similarity calculation. Emotion is also considered as context information in [42], as the
learners are monitored with heart rate, skin conductance, blood pressure, and brainwave to detect their emo-
tion evolution during learning. The experiments prove that the awareness of learner’s emotion by the teachers
and the system can help recommend more precise resources and improve the learner’s performance. Learner’s
multiple browsing interactions such as click, bookmark, view, etc. are used to profile learners’ preferences [43].
Trust and skills evaluation are used for class formation and help learners to build social relationships [44]. So-
cial relations between learners are modeled by detecting community structure and the learner’s preferences
are influenced in regard to his/her closeness to other learners in this community [45]. E-learning recommender
systems are designed to allow learners to share questions and assignments [46], add tags [47], and use the so-
cial interaction and knowledge discussions between students and instructors to enhance the performance of
recommendations.

2.2.2 Deep CF-based recommendation
Recently, the development of deep learning has seen its successful application in CF-based recommender sys-
tems [48], which makes it natural to be applied in E-learning recommender systems. CNNs have excellent
performance detecting emotions from facial expressions, which shows their potential to be applied in the E-
learning recommender systems [49]. Recurrent neural network is suitable for sequential interactions between
learners and items as well as for handling the pedagogical relationships between items. For example, to rec-
ommend adequate learning problems to learners in the correct pedagogical sequence (e.g., from basic to ad-
vanced), the learning path is extracted by recurrent neural network (RNN) from a trial-and-error problem
solving process of similar learners who belong to the same cluster. To recommend learning resources, the
learning path is built with knowledge points from learning sources [50]. Feed-forward neural network is used
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for learner ability assessment and then integrated into a recommendation frameworkwith the nearest neighbor-
hood CF algorithm [51]. Deep learning techniques are an essential part of the development of smart E-learning
recommender systems [52].

2.3 Knowledge­based recommendation techniques
Theknowledge-based recommendation techniques are applied to scenarios when user ratings are not sufficient
and item contents contain complex domain knowledge. They are very suitable to be applied in E-learning rec-
ommender systems because of the complex pedagogical relationship between items in E-learning [53]. The
advantage of knowledge-based recommendation is that it does not have cold-start or data sparsity problem,
but it relies heavily on the pre-defined knowledge structures such as ontology. Ontology is a formal knowl-
edge representation that contains concepts, entities, and their relationships in a specific domain, which is
also encoded by ontology language such as web ontology language (OWL). In this section, ontology-based
recommendation techniques and applications are introduced.

Ontology-based recommendation methods use ontological terms and ontological inferences to enhance the
leaner and item profiling. The ontology-based recommendation method used in E-learning varies depending
on how to build the ontology and the knowledge base. A learning object is defined as one learning activity
that lasts less than 30 min with one knowledge point. Sequence rules are defined on the parent–child rela-
tionship with learning object nodes in the trees and used for recommendation in [54]. These rules are simple,
thus enabling the system to provide fast response, but it cannot assert new learning objects and inference
relationships. To make the recommender system more practical, user queries are modeled and brought as
new concepts if previously unavailable in the ontology by ontology enrichment [55]. Besides queries, learner’s
knowledge requirement for the course can also be modeled by their posted questions and answers and inte-
grated into the ontology-based recommendation [56]. Except for the item ontology, learner ontology is also
built with their demographic information, learning style, and knowledge level [57]. Context information is also
captured by ontology, and OWL rules are used to filter and recommend learning materials [58,59]. The concepts
can be linguistic terms and relationships between concepts can be uncertain, thus fuzzy ontology is proposed
to deal with the uncertainties in the knowledge representation. Fuzzy ontology is used for leaner profiling [60],
using fuzzy weights as representations that describe the relationships between concepts and the learner. On-
tological compatibility degree is calculated between the resource and the user and the most similar resource is
recommended.

Instead of using a pre-defined ontology, the relationship of items or learners can be formalized according to
self-organization theory. The relationship between items (in [61], the items are LOs) are modeled with learning
object attribute similarities, learner’s preference on LOs, learning object’s state, and learning object’s quality.
Similarly, the learner relationships are calculated considering three aspects: profile similarity, knowledge cred-
ibility similarity, and learner follower aggregation [62]. Fuzzy logic is applied to more accurately model the
learning requirements, learner stage, and learning ability of each learner. With the learner relationships and
profiles, learners are classified into cliques and then the sequential pattern mining method is used to find the
most similar learners and extract their visited learning objecs and form a recommendation. A multidimen-
sional knowledge graph is designed as a substitute of ontology for representation learning of LOs with six
relationships indicating six kinds of learner needs [63].

2.4 Hybrid recommendation techniques
Although we review the papers in the above three categories, real-world E-learning recommender systems usu-
ally combine the best features of multiple recommendation methods into a hybrid method to deliver higher
performance and overcome drawbacks of each method [64]. According to the authors of [13], there are seven
basic hybridizationmechanisms of different recommendationmethod combinations: weighted, mixed, switch-
ing, feature combination, feature augmentation, cascade, and meta-level. For example, one classical combina-
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tion is content- and CF-based recommendation method, which is also applied in an E-learning recommender
system [65]. CF-based techniques suffer from the cold-start problem but have better scalability and serendipity.
Except for the serendipity problem, content-based recommendation is limited to the availability of content
information but can contribute to the new user problem, which is the main disadvantage of CF-based rec-
ommendation methods. Another specific hybrid is context-aware recommendation and sequential pattern
mining in E-learning recommender systems [66,67]. The context-aware part is to integrate the information of
learners such as their learning environment and knowledge levels, while the sequential pattern mining (SPM)
is to discover the pattern in a learner’s learning path and react to the potential learner’s change in interest.

3. COMPREHENSIVE ANALYSIS OF E-LEARNING RECOMMENDER SYSTEMS
This section discusses and summarizes recommender systems in E-learning reviewed above and presents a
general framework containing two typical scenarios of recommender systems in E-learning.

3.1 Comprehensive analysis
The details of each reviewed recommender system, including its category, sub-category, specific techniques
applied, functions, and periods of use, are summarized in Table 1. We firstly summarize the following functions
mainly targeted by recommender systems in E-learning.

(1) Learning material recommendation: Adequate learning materials are needed by different users according
to their knowledge level and current requirements. These learning material are mainly in text and suitable
for handling by content-based techniques.

(2) Learning object recommendation: A definition of “learning object” is given in [54] as one learning activity
that lasts less than 30 min with one knowledge point. Different from learning materials, learning objects
refer to different items with the smallest granularity, such as exercises, questions, and examples [62]. Learn-
ing object recommendation is mostly achieved by knowledge-based techniques.

(3) Learning activity recommendation: Learning activity usually has broader scopes and can refer to a class or
an event involving students. This kind of recommendation is usually achieved by content-based, CF-based,
or hybrid methods.

(4) Learning path recommendation: A learning path contains a sequence of items which can be learning
materials, learning objects, or learning activities. Obviously, this function is more difficult and sequence
modeling and RNN are usually applied due to their natural advantages in dealing with sequential data.

(5) Others: There are other functions provided by recommender systems in E-learning, such as exercise diffi-
culty ranking, knowledge requirement acquisition, student emotion detection,encouragement, etc.

3.2 E­learning recommender system framework
We propose a framework of E-learning recommender system. As shown in Figure 1, an E-learning recom-
mender system contains three major components: a user interface, a database server, and a recommendation
engine. They are described below.

1. User interface: It is responsible for generating the requested webpages and handling the user interface logic
and events for the learners.

2. Database server: The database stores all the data of the system, which include mainly the learner database
and the item database. The learning database contains the information and behaviors of each user, which
will be used for conducting learning profile. The item database contains the information of each learning
material/object/activity.

3. Recommendation engine: The recommendation engine is the core part of the recommender system. It im-
plements the proposed recommendation method and generates recommendations for learners. First, data
from various sources need to be processed by data extract, transform, and load (ETL). After data are pro-
cessed, the engine trains the recommendation methods. The recommendation engine component contains
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Table 1. Summary of E-learning recommender systems developed, the method category, sub-category, and specific techniques applied
and their functions

Reference Method category Sub-category Specific Technique Function Period

[19] Content-based Semantic-based Skip-gram model Learning material recommendation 2015
[20] Content-based Semantic-based Convolutional neural network Learning material recommendation 2017
[22] Content-based Attribute-based Heuristic similarity Learning material recommendation 2017
[21] Content-based Attribute-based Heuristic similarity Learning material recommendation 2012
[23] Content-based Attribute-based Tree matching Learning material recommendation 2013
[24] Content-based Attribute-based Fuzzy matching Learning material recommendation 2004
[25] Content-based Attribute-based Fuzzy tree matching Learning activity recommendation 2015
[26] Content-based Query-based Graph modeling Query recommendation 2008
[27] Content-based Query-based Multi-layer graph modeling Learning material recommendation 2013
[28] Content-based Query-based Multi-layer graph modeling Learning material recommendation 2018
[31] Content-based Query-based Query-refinement Learning material recommendation 2018
[32] Content-based Query-based Chat bot Learning material recommendation 2018
[33] Content-based Query-based Random forest Learning encouragement 2014
[37] CF-based Context-aware Nearest neighbor Questions difficulty ranking 2014
[39] CF-based Context-aware IoT technology Academic performance evaluation 2008
[40] CF-based Context-aware Heuristic similarity Learning object recommendation 2012
[41] CF-based Context-aware Fuzzy rule-based Student performance evaluation 2019
[42] CF-based Context-aware Classification Learning material recommendation 2009
[43] CF-based Context-aware Heuristic similarity Learning material recommendation 2010
[44] CF-based Context-aware Social network Learning activity recommendation 2017
[45] CF-based Context-aware Graph data mining Learning material recommendation 2008
[46] CF-based Context-aware Nearest neighbor Friend recommendation 2005
[47] CF-based Context-aware Tag-based Learning material recommendation 2018
[49] CF-based Deep learning Convolutional neural network Teaching strategy recommendation 2017
[50] CF-based Deep learning RNN Learning path recommendation 2018
[51] CF-based Deep learning RNN Learning material recommendation 2017
[52] CF-based Deep learning RNN Learning activity recommendation 2018
[54] Knowledge-based Ontology-based Sequence rule Learning object recommendation 2009
[55] Knowledge-based Ontology-based Semantic web Learning object recommendation 2015
[56] Knowledge-based Ontology-based Association rule Knowledge requirement acquisition 2009
[57] Knowledge-based Ontology-based Heuristic similarity Learning material recommendation 2017
[58] Knowledge-based Ontology-based Semantic web Learning material recommendation 2017
[59] Knowledge-based Ontology-based Case-based reasoning Learning object recommendation 2009
[60] Knowledge-based Ontology-based Fuzzy ontology Learning object recommendation 2012
[61] Knowledge-based Ontology-based Self-organization (SO) Learning object recommendation 2005
[62] Knowledge-based Ontology-based SO, influence model Learning object recommendation 2019
[63] Knowledge-based Ontology-based Jnowledge graph Learning path recommendation 2018
[65] hybrid - CF and content-based Learning object recommendation 2018
[66] Hybrid - Context-aware and SPM Learning material recommendation 2018
[67] Hybrid - Context-aware and SPM Learning material recommendation 2018

the learner profiling module and item profiling module and implements the recommendation methods.
Recommendation results are usually generated as a ranked list of items and are presented to users to help
them make decisions. The recommendation methods take those input data to classify, measure, and match
users or items; predict a score indicating preferences; and generate recommendation lists. These modules
vary depending on the techniques reviewed in Section 2. For example, if the recommendation technique is
content-based, learner and item profiles are established with semantic, query, or attribute information. If
the recommendation technique is CF-based, the learner and item profiles contain historical ratings.

Since the data of learners are collected and stored at the database server, it raises user privacy issues that have
gainedmore attention recently. It has been shown that users will have better experience if they trust the system
with no concerns of their data privacy [68]. If the privacy issues are considered, the E-learning recommender
system frameworks should have the mechanism to assure users that their data are safe. One possible way is to
design a federated E-learning recommender system framework [69] that stores user data locally on their own
devices and only shares encrypted parameters and gradients with the recommendation server. With this kind
of framework, the data of learners are protected from malicious users and even from the recommendation
provider. As a result, learners will be more willing to use the recommender system and more willing to be
participate in online courses.
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Figure 1. A framework of E-learning recommender system

Additionally, we present two typical scenarios in E-learning recommender system. Thefirst scenario is a learner
who is looking for a course. He/she may know the skills they are targeting. For example, learners aim to
gain skills in software engineering. The course recommended may be “Python programming” or “Database
fundamentals”. The second scenario is for learners who are already enrolled in a course but are looking for
learning materials that help themto advance in the knowledge in this course. For example, learners who are
enrolled in “Deep learning” may be interested in learning materials of “Graph neural network”. Different data
about learners/items are used by the E-learning recommender system, depending on the recommendation
scenario.

4. RECOMMENDER SYSTEMS IN E-LEARNING: FUTURE DIRECTIONS
E-learning has gained popularity due to the COVID-19 pandemic, which also urges its development to deal
with challenges, fulfill new requirements of learners, and provide them better user experience. In this section,
we discuss future directions of recommender systems in E-learning.

4.1 Adaptive recommender system in E­learning
In the big data era, learners are suffering from keeping up with the development of science and technology. It is
very important for life-long learners to acquire themost cutting-edge skills in themarket, which is dynamically
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changing. Item attributes and item popularity may drift suddenly or gradually and new subjects and skills may
emerge. This phenomenon is also known as concept drift [70]. For example, previously, the core course in
the area of Artificial Intelligence was “Support vector machine”. With the technology development, the core
courses are changing to “Deep neural network”. Thus, adaptive and drift-aware recommender systems in E-
learning need to help learners find what benefits themmost by adaptively profiling new and existing items and
providing real-time recommendations.

On the other hand, the knowledge acquisition of learners is a step-by-step process, so that the interests and
requirements of learners are evolving gradually after the learner has read a learning material, participated a
learning activity, and finished a course. Existing recommender systems in E-learning usually try to take advan-
tages of the context information and make prediction to provide in-time recommendations, but they cannot
adaptively model and respond to the change of the learner profile and provide real-time recommendations [71].
A recent work develops an interactive recommender system by multi-armed bandit to help users improve
skills with progressive questions [72]. Adaptive recommender systems enhanced by reinforcement learning
techniques are a promising direction, as they interact with learners to track and monitor learner interests and
maximize the engagement and satisfaction of learners in the long learning process.

4.2 Privacy­preserved recommender system in E­learning
Big data has brought computational and bandwidth constraints which prevents a centralized recommender sys-
tem to efficiently and effectively provide services to users. One solution is to build distributed recommender
systems that are constituted by multiple service agents or end users to improve the scalability and performance
with ever expanding data [73]. When sharing data between these agents/users, privacy is a major concern.
Federated recommender systems are proposed as an entirely new and very promising research area because
privacy protection is one of the fundamental principles of this paradigm [69]. Instead of using cryptography,
which often brings more costs in computation and communication, differential privacy is a strict mathemat-
ical definition to protect privacy by data randomization and perturbation. Differential privacy is applied to
some typical recommendation techniques, such as matrix factorization on explicit feedback [68] and implicit
feedback [74]. Despite the above works, how to protect privacy in E-learning applications should be considered
and a general E-learning recommender system framework is needed.

4.3 Explainable recommender system in E­learning
One of the main disadvantages of recommender systems is that they are black boxes, which lack transparency.
In the learning process, learners need to make plans and keep themselves motivated to reach their learning
goals. If recommender systems cannot provide explanation for learners on how the recommended learning
materials/learning courses can help them with skill acquisition, it is easy for learners to lose interest and lose
trust in the system. Providing explanations to learners helps them understand the complex recommendation
process using visualization or interactive strategies [75]. Initial research has been conducted on whether pro-
viding visual and textual explanations can influence learners on achieving their learning goals [76]. Developing
explainable recommender systems in E-learning is a potential research direction worth more investigation.

4.4 Scalable recommender system in E­learning
Despite the privacy problem, big data has also brought the the problem of implementing scalable recommender
systems in E-learning for a large number of students [77]. Hadoop, Mahout, and Spark are tools that are suitable
for building recommender systems for big data, and they are also suitable to be applied in the E-learning area.
Recently, a distributed E-learning recommender system is built based on association rule mining techniques
with Spark and Hadoop [78]. This system is deployed in High School of Technology of Fez to help students
find suitable courses. It has the ability to manipulate big data by massive parallel processing. However, the
recommendation method used in this research is relatively simple. There will be a large demand for develop-
ing distributed recommender systems with more complex recommendation methods such as CF- and deep
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learning-based methods for E-learning platforms.

5. CONCLUSION
Recommender systems have become an essential part in today’s online services in many application areas. In
this position paper, we introduce the specific characteristics which make the E-learning recommender system
distinguishable from other areas, elaborate the main techniques used in developing E-learning recommender
systems, and discuss challenges and future directions for E-learning recommender systems. Each technique
has its advantages and limitations. Compared with content-based methods, CF is easier to implement and
takes advantage of collective intelligence, but it suffers from the cold-start or data sparsity problem. It relies
heavily on the learner’s feedback or behavior collection. Content-based methods, however, are able to take
real-time queries from users but lack serendipity, since they seldom take others’ opinion into consideration.
Knowledge-based methods are particularly useful when the ontology is established and does not change, but
they rely on domain knowledge, are not easy to implement, and are difficult to adapt. Hybrid recommender
systems are more popular than single recommendation method-based systems for avoiding the drawbacks of
individual recommendation methods. This paper highlights how recommendation techniques can support
learners in universities and life-long learners to gain skills to stay competitive. It aims to provide guidance for
researchers and practitioners in developing E-learning recommender systems.
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