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Abstract
This paper presents a comprehensive overview of recent developments in formation control of multiple autonomous
underwater vehicles (AUVs). Several commonly used structures and approaches for formation coordination are listed,
and the advantages and deficiencies of each method are discussed. The difficulties confronted in synthesis of a prac-
tical AUVs formation system are clarified and analyzed in terms of the characteristic of AUVs, adverse underwater
environments, and communication constraints. The state-of-the-art solutions available for addressing these chal-
lenges are reviewed comprehensively. Based on that, a brief discussion is made, and a list of promising future work
is pointed out, which aims to be helpful for the further promotion of AUVs formation applications.

Keywords: Autonomous underwater vehicles (AUVs), formation control, challenges and difficulties, state-of-the-art
solutions

1. INTRODUCTION
Unmanned underwater vehicles (UUVs) as effective devices have played a key role in exploration and ex-
ploitation of marine resources for human beings since about 1960s. In particular, remotely operated vehicles
(ROVs) [1,2] as the typical UUVs, tethered with a cable used for data transmission and power supply, have been
widely applied in the oil and gas industry and other common fields where underwater inspection, maintenance
and intervention necessitate. Nonetheless, such a vehicle does not seem to be cost-effective, since in order to

© The Author(s) 2023. Open Access This article is licensed under a Creative Commons Attribution 4.0
International License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, shar-
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execute missions, an associated support vessel and operators are always needed. While there has been a so-
called fully autonomous ROV recently without requiring any intervention from operators, the tether or supply
ship can still not be removed, which sometimes yields the most expenditure [3,4]. To overcome this drawback
while improving working performance, autonomous underwater vehicles (AUVs) have received increasing at-
tention in the past few decades from both industry and academia. As an obvious distinction from the ROVs,
AUVs get rid of the tethers, operate automatically for the assigned missions, and require neither human inter-
vention nor support ships. Therefore, the cost of each operation can be reduced to a great extent, andmoreover,
due to the characteristics mentioned, AUVs can even be adopted to access restrictive areas, e.g., shallow wa-
ter or under-ice areas. The growing applications in practice can even be found as the efficient alternative to
ROVs [5–10]; for example, they are used frequently to perform various survey and inspection tasks in the deep
sea, such as hydrographic survey (i.e., positioning or locating the underwater surroundings), submarine cable
inspection, oil and gas pipeline inspection and maintenance, etc. Besides, such mechatronic systems are also
helpful for the science purpose; that is, a great many marine organisms can be discovered and identified with
the assistance of high-quality cameras, and many ancient shipwrecks can be surveyed and excavated using
these effective tools. In addition to that, AUVs have even been employed by several navies for military use,
such as mine neutralization, intelligence gathering, reconnaissance or even nuclear bomb searching, etc.

However, as the complexity of missions grows, it is becoming nearly impossible for a single AUV system
to attain a satisfactory result. As a consequence, along with the recent advances of the multi-agent systems
theory, the developments of multiple autonomous underwater vehicle systems have received much attention
in communities of control and ocean engineering over the past few decades [11,12]. It is natural that a vast
amount of difficulties can be handled efficiently by employing a group of AUVs. Besides that, such a multi-
agent system has many beneficial inherent features, including high degree of flexibility, ease of extension and
maintenance, and better robustness against perturbations and failures [13,14], etc.

The research efforts on a swarm of AUVs are mainly focused on designing efficient protocols and algorithms
such that some useful collective behaviors among individuals can emerge, which is roughly categorized into
problems such as formation control, flocking, hunting, pursuit-evasion [15–20], etc. It is observed from literature
review that formation control of AUVs fleet has attracted the most attention among those research topics, due
to its considerable potential in practical maritime operations, which also motivates this brief survey. Notice
that there are several definitions of formation control found in the literature [21]. For example, some definitions
are either forcing the constraints on relative positions of agents or just simply demand speed synchronization
of each individual (without the need to maintain a specific distance from each other). In this article, formation
control is referred to as designing controllers for a fleet of AUVs so that some prescribed formation shapes can
be formed and kept, and meanwhile, the velocities of each AUV in the group are agreed to move along with
a desired route as a whole. In short, formation control attempts to control the relative distance and bearing
between vehicles while maneuvering together. It is worth noting that AUV formation is totally different from
the problem of AUV-assisted underwater acoustic networks (UANs) [22,23], while they both seek to employ
multiple AUVs to construct a communication network. In vehicle assisted UANs, AUVs play a role in short-
ening the distance of information connection from the stationary nodes to the surface vessels or buoy beacons.
In such a way, the communication quality can be improved considerably through AUV relay. Nonetheless, in
this process, the shapes of the AUVs fleet are not necessarily constrained, and indeed people are concerned
more about the AUVs path planning or task assignment so as to obtain the shortest routes with relatively lower
energy consumption [24]. In contrast, as mentioned earlier, the AUVs formation control is mainly focusing on
the design of efficient and robust control techniques for AUVs in order to strictly meet the prescribed forma-
tion constraints. The recent advances in sensor technologies and algorithms used for underwater localization
and navigation can be found in the survey papers [25,26], which also serve as critical factors contributing to
better formation control performance. This paper is mainly from a control point of view to examine the AUV
formation applications. In addition, it is worth noting that there exist three types of AUVs, i.e., fish-like AUV,
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underwater glider, and torpedo-like AUV. Due to a balanced performance of torpedo-like AUV as reported
in literature [27], in this brief we are specifically concerned with the formation control of this type of AUV. For
more details on performance comparison among three types of AUVs, the readers of interest are referred to
the paper [27]. In what follows, for convenience, the term AUV is referred to as the torpedo-like AUV.

In fact, it is not easy to develop high-performance formation controllers for a group of AUVs [5–7]. Major tech-
nical problemsmay arise from the following several aspects. First, it is notorious that the dynamics of AUVs are
highly nonlinear with 6 degrees of freedom (DOF), but not fully actuated; that is, the control actions are not di-
rectly applied in the sway and heave motion directions. Besides, subject to the severe effects of hydrodynamics,
a set of hydro-related plant parameters in AUV dynamic model are always time-varying, and furthermore, the
ocean waves and currents have significant impacts on the dynamics of AUVs as well. Those mentioned factors
even make the motion control of a single AUV fairly challenging [28]. More importantly, to control the forma-
tion of AUVs fleet, it is imperative to establish a communication network to exchange information between
the vehicles. Nevertheless, due to the underwater environments, radio frequency and optical based communi-
cation technologies are usually inefficient, when the communication zone becomes broad, which is the case in
AUVs formation in order to attain maximum coverage. In such a case, acoustic-based technology is regarded
as the most suitable way to provide communication support for AUVs formation applications [27,29,30]. As a
result, the communication constraints induced, e.g., low data rate, high propagation delays, path loss, noises,
Doppler effect, etc., cannot be neglected. There have been a variety of surveys discussing and summarizing
the formation control techniques available for multi-agent systems, especially including integrator-modeled
systems [11,31], unmanned ground vehicles (UGVs) [31–33], unmanned aerial vehicles (UAVs) [34–37], unmanned
spacecraft [38,39]. It is clear that due to the distinct applications as well as the characteristics, the technical
challenges encountered in these systems may have an apparent difference from the autonomous underwater
vehicles. For example, as a stark contrast, the communication channels for formation control of UGVs, UAVs
and spacecraft are much better than those of AUVs, since for the former, the base stations and satellites can
offer a stable high data rate and lower transmit errors. Consequently, the communication constraints may not
be considered critical or pressing for such systems in order to achieve a high-precision formation performance.
In addition, most of the existing available surveys on AUVs formation are mainly concerned with the motion
control techniques and formation coordination strategies [29,40–43], but with limited focuses on communication
problems which are, as mentioned, vital for the AUVs to reach a robust formation performance in underwater
environments.

In light of the aforementioned observations, we believe that it is timely and helpful to present a brief overview
of recent advances in AUVs formation control techniques that includes, particularly, a sufficient survey in
handling underwater communication constraints. Notice also that due to the vast amount of the literature,
it would be intractable to extensively review the existing results. We are thus concentrating on the major
technical challenges and practical issues that significantly affect the formation control quality. In particular,
we discuss the influence arising from the underwater communication constraints, which may deteriorate the
formation performance in practice, but not well-studied in previous surveys. The contributions of this paper
are listed: (1) Several popular formation coordination structures and approaches used for AUVs formation
are presented, and their advantages and drawbacks with respect to the implementation, analysis, robustness
and flexibility are discussed in-depth; (2) The difficulties in the development of a practical AUVs formation
system are classified and analyzed in terms of the characteristic of AUVs, adverse underwater conditions, and
communication constraints. Based on that, a comprehensive literature review of recent advances to handle
these challenges is conducted; (3) According to the results of the survey, a summary is made, and several
promising research directions are pointed out, which may be beneficial to promote the development of this
field.

The rest of the paper is arranged in the following. Section 2 provides some preliminaries on AUVs forma-
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tion control systems. Several widely used formation coordinating structures and approaches are presented in
Section 3. The technical problems and practical considerations in applications are clarified, and the existing re-
search solutions are reviewed extensively in Section 4. Section 5 gives a summary and points out some valuable
future works. Section 6 concludes the paper.

2. PRELIMINARY
In this section, some preliminaries are presented. Particularly, graph theory is introduced, which serves as a
useful tool to represent and analyze the interaction of AUV networks. Then, the mathematical model of the
AUVs is given to describe the motion of each autonomous underwater vehicle.

2.1. Basic knowledge on graph theory
To analyze the properties of a AUVs formation system, graph theory can be used as a useful tool. This
subsection aims to introduce some fundamental concepts in graph theory. The graph, denoted by a triple
𝐺 = {𝑉, 𝐸, 𝐴}, can be used to represent the communication topology among a AUVs fleet, including the
vertex set 𝑉 = {𝜈1, 𝜈2, . . . , 𝜈𝑁 }, edge set 𝐸 ⊆ 𝑉 × 𝑉 and weighted adjacency matrix 𝐴 =

[
𝑎𝑖 𝑗

]
∈ RN×N. In

particular, the element 𝜈𝑖 in the vertex set𝑉 , termed a node, represents the AUV 𝑖 in the group, where 𝑖 belongs
to an accountable index set Γ = {1, . . . , 𝑁}. The element

(
𝜈𝑖 , 𝜈 𝑗

)
in the edge set 𝐸 describes the interaction

between AUVs 𝑖 and 𝑗 , and associated with weights 𝑎𝑖 𝑗 = 𝑎 𝑗𝑖 > 0, which are the entries of adjacency matrix
𝐴. In such a case, we call AUV 𝑗 a neighbor of AUV 𝑖, and all the neighbors of AUV 𝑖 can be described by
the set 𝑁𝑖 =

{
𝑗 |
(
𝜈𝑖 , 𝜈 𝑗

)
∈ 𝐸

}
. If there is no connection between AUVs 𝑖 and 𝑗 , then let 𝑎𝑖 𝑗 = 𝑎 𝑗𝑖 = 0 and(

𝜈𝑖 , 𝜈 𝑗
)
is not the element of 𝐸 . We may further define 𝑎𝑖𝑖 = 0 for all 𝑖 ∈ Γ, and out-degree of the node 𝑖 as

𝑑𝑖 =
∑
𝑗∈𝑁𝑖 𝑎𝑖 𝑗 , after which the degree matrix and the Laplacian matrix of the graph 𝐺 can then be defined as

𝐷 = diag {𝑑1, . . . , 𝑑𝑁 } ∈ RN×N and 𝐿 = 𝐷 − 𝐴, respectively.

In addition, a path in graph is defined by a sequence that contains a set of successive adjacent nodes, starting
from the initial node and ending at the final node. If there exists at least one path between any two nodes
in a graph 𝐺, then, say, graph 𝐺 is connected. Furthermore, in order to make the AUVs fleet move along
with a desired path as a whole, a reference trajectory must be defined ahead of time. Thus, the availability of
the information of reference trajectory for 𝑖-th AUV is characterized by a parameter 𝑏𝑖 ; that is, if AUV 𝑖 is
permitted to access this information, then 𝑏𝑖 > 0; otherwise, 𝑏𝑖 = 0, and define 𝐵 = diag {𝑏1, . . . , 𝑏𝑁 }. Based
on that, we may have the following important lemma, which is useful to help analyze the stability of AUVs
formation systems based on the graph theory.

Lemma 1 For the considered AUVs formation control network, described by graph𝐺, if𝐺 is connected and there
is at least one AUV able to access the information of the reference trajectory, i.e., the elements of 𝐵 are not all equal
to zero, then the matrix 𝐿 + 𝐵 is positive definite.

2.2. Mathematical models of AUVs
The kinematics of each AUV is described as [28]

¤𝑥𝑖 = cos 𝜃𝑖 cos𝜓𝑖𝑢𝑖 − sin𝜓𝑖𝑣𝑖 + sin 𝜃𝑖 cos𝜓𝑖𝑤𝑖 ,
¤𝑦𝑖 = cos 𝜃𝑖 sin𝜓𝑖𝑢𝑖 + cos𝜓𝑖𝑣𝑖 + sin 𝜃𝑖 sin𝜓𝑖𝑤𝑖 ,
¤𝑧𝑖 = − sin 𝜃𝑖𝑢𝑖 + cos 𝜃𝑖𝑤𝑖 ,
¤𝜃𝑖 = 𝑞𝑖 ,

¤𝜓𝑖 =
1

cos 𝜃𝑖
𝑟𝑖 , (1)

where (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) and (𝜃𝑖 , 𝜓𝑖) are the position and orientation of the 𝑖-th vehicle (𝑖 ∈ Γ), respectively, expressed
in the earth-fixed frame 𝐸 I =

{
𝑒I
𝑜, 𝑒

I
𝑥 , 𝑒

I
𝑦 , 𝑒

I
𝑧

}
, and (𝑢𝑖 , 𝑣𝑖 , 𝑤𝑖) and (𝑞𝑖 , 𝑟𝑖) are the linear and angular velocities
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Figure 1. Earth-fixed frame and body-fixed frame systems of 𝑖-th AUV

of the 𝑖-th vehicle, respectively, which is expressed in the body-fixed frame 𝐸B =
{
𝑒B
𝑜,𝑖 , 𝑒

B
𝑥,𝑖 , 𝑒

B
𝑦,𝑖 , 𝑒

B
𝑧,𝑖

}
, as shown

in Figure 1.

The dynamics of the 𝑖-th vehicle is modeled by

𝑚𝑖1 ¤𝑢𝑖 = 𝑚𝑖2𝑣𝑖𝑟𝑖 − 𝑚𝑖3𝑤𝑖𝑞𝑖 − 𝛽𝑢𝑖𝑢𝑖 + 𝜏𝑖1 + 𝑑𝑖1,
𝑚𝑖2 ¤𝑣𝑖 = −𝑚𝑖1𝑢𝑖𝑟𝑖 − 𝛽𝑣𝑖𝑣𝑖 + 𝑑𝑖2,
𝑚𝑖3 ¤𝑤𝑖 = 𝑚𝑖1𝑢𝑖𝑞𝑖 − 𝛽𝑤𝑖𝑤𝑖 + 𝑑𝑖3,
𝑚𝑖4 ¤𝑞𝑖 = (𝑚𝑖3 − 𝑚𝑖1) 𝑢𝑖𝑤𝑖 − 𝛽𝑞𝑖𝑞𝑖 − 𝛽𝑏𝑖 sin 𝜃𝑖 + 𝜏𝑖2 + 𝑑𝑖4,
𝑚𝑖5 ¤𝑟𝑖 = (𝑚𝑖1 − 𝑚𝑖2) 𝑢𝑖𝑣𝑖 − 𝛽𝑟𝑖𝑟𝑖 + 𝜏𝑖3 + 𝑑𝑖5, (2)

where 𝑚𝑖1 = 𝑚𝑖 − 𝛽 ¤𝑢𝑖 , 𝑚𝑖2 = 𝑚𝑖 − 𝛽 ¤𝑣𝑖 , 𝑚𝑖3 = 𝑚𝑖 − 𝛽 ¤𝑤𝑖 , 𝑚𝑖4 = 𝐼𝑦𝑖 − 𝛽 ¤𝑞𝑖 and 𝑚𝑖5 = 𝐼𝑧𝑖 − 𝛽 ¤𝑟𝑖 ; 𝑚𝑖 is the mass of
the 𝑖-th vehicle; 𝐼𝑦𝑖 and 𝐼𝑧𝑖 are the moments of inertia around the axes of 𝑒B

𝑦,𝑖 and 𝑒
B
𝑧,𝑖 , respectively; 𝛽(·) is set of

hydrodynamic related terms associated with the 𝑖-th vehicle, 𝜏𝑖 = [𝜏𝑖1, 𝜏𝑖2, 𝜏𝑖3]T ∈ R3 is the control input, and
𝑑𝑖 = [𝑑𝑖1, 𝑑𝑖2, 𝑑𝑖3, 𝑑𝑖4, 𝑑𝑖5]T ∈ R5 is the disturbance acting on the 𝑖-th vehicle.

Remark 1 It is worthwhile noting that the complete motion of the equation of an AUV is of 6 DOF, but, as we
surveyed, almost all of the literature studying 3-dimensional (3D) formation applications employ the AUV model,
as presented in Equation (1) and Equation (2), with 5 DOF. This relies on the fact that for an AUV formation
fleet, the rotational motion around 𝑒B

𝑥,𝑖 axis, i.e., roll motion, sometimes is not required in many practical AUV
maneuvering, and hence the equation governing the roll motion is intentionally omitted, which does not cause loss
of the practicality. Indeed, it is easy to check that the roll motion is passively bounded [28]. Particularly, its impacts
on the other DOF can be treated as unmodeled dynamics and handled effectively by some disturbance rejection
techniques.

Remark 2 It is clear that the dynamics of AUVs are highly nonlinear and underactuated as in Equation (2); in
other words, the sway and heave velocities, i.e., 𝑣𝑖 and 𝑤𝑖 , are not fully actuated and there are no actual control ac-
tions allowed to be applied. In the sequel, this underactuation feature will be demonstrated as a major challenge to
designing high-performance formation controllers for AUVs. In addition, besides the environmental disturbances
described by 𝑑𝑖 , as observed in Equation (2), there are many system parameters subject to the perturbation due to
the effect of hydrodynamics, which is characterized by the time-varying parameters 𝛽(·) . Such uncertainties in the
dynamic model of AUVs give rise to another significant difficulty for the formation control design. Furthermore,
the angle of 𝜃𝑖 is constrained and not allowed to take values at ±𝜋/2 in order to avoid the singularities, which
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should be guaranteed by the formation controller. Therefore, from the control point of view, addressing such a
system continues to be challenging.

2.3. Problem statement
This subsection aims to formulate the considered formation control problem of a fleet of AUVs. As mentioned
earlier, one of the requirements of formation control is to drive the AUVs to form a prescribed static or time-
varying geometric shape and maintain it. Typically, the expected geometric pattern can be determined by the
appropriate assignments of the relative positions between vehicles, denoting asΔ𝑖 𝑗 =

[
𝛿𝑥,𝑖 𝑗 , 𝛿𝑦,𝑖 𝑗 , 𝛿𝑧,𝑖 𝑗 , 𝛿𝜃,𝑖 𝑗 , 𝛿𝜓,𝑖 𝑗

]T

for AUV 𝑖 (𝑖 ∈ Γ) and its neighboring nodes 𝑗 ∈ 𝑁𝑖 . To this end, the formation control is cast to the problem
of controlling relative positions and orientations of vehicles with respect to their neighbors so that Δ𝑖 𝑗 can be
achieved as time tends to infinity, and particularly these desired relative poses could even be set to be time-
varying as necessary. Another practical requirement is that it is most desirable for an AUVs fleet in applications
to track a reference trajectory as a group, in which case not only the positions, but also the velocities of the
vehicles in the fleet are needed to be in consensus; that is, ( ¤𝑥𝑖 , ¤𝑦𝑖 , ¤𝑧𝑖) converges to a common reference speed
( ¤𝑥𝑑 , ¤𝑦𝑑 , ¤𝑧𝑑), as 𝑡 → +∞ . Such an objective is also referred to as the problem of formation tracking control in
the literature.

In short, the formation control objective can be summarized as designing controllers for AUVs such that a set
of desired relative positions and orientations, i.e., Δ𝑖 𝑗 (𝑖, 𝑗 ∈ Γ), can be achieved and maintained while the
AUVs fleet tracks a common reference trajectory, moving in the same speed together.

3. AUV FORMATION CONTROL PROTOCOLS
In order to achieve the preceding formation objective, an appropriate formation control protocol is a must
to coordinate the motions of AUVs efficiently. In general, multi-agent coordinating strategies can be roughly
categorized into two forms depending on the information used, i.e., centralized coordination and decentralized
coordination [11,31]. In centralized form, the control commands or control actions of each AUV are planned
through a central control procedure which is allowed access to the global information of the whole formation
system. On the contrary, in a decentralized structure, there is no such a controller planning actions for every
AUV in the group, and instead, AUVs make their own decisions based on their local information accessed. In
fact, on the basis of an extensive review, there are few research efforts made to design centralized coordination
protocols for AUVs formation applications, which owes to the fact that each AUV employed has sufficient
capabilities to sense the surroundings, plan its control actions accordingly and communicate with neighbors.

Based on this observation, we are mainly concerned with the approaches adopting a decentralized coordinat-
ing control structure, which includes leader-following structure, virtual structure, behavior-based approach,
artificial potential field approach, and other common structures.

3.1. Leader-following structure
Leader-following structure is one of themost popular schemes used for the formation control of multiple agent
systems because of its straightforward descriptions [11]. In such a scheme, one or several agents are selected as
the leaders, and the rest of the agents are grouped into followers, as depicted in Figure 2. The desired reference
signal is merely known to the leaders, and in conventional leader-following structure, the goal of the leaders is
simply to track this prescribed reference and there is no explicit interaction between their following agents. The
sole goal of the remainders is aimed to keep the desired relative pose (i.e., position and heading) with respect
to their leading agents. As such, the formation control objective, as stated in section 2.3. can be achieved if
each vehicle’s goal is reached. The major advantages of such a method are that it is easy to be implemented
and fairly flexible to add or remove vehicles in the fleet; besides, since there are no direct interactions between
neighboring vehicles, the stability of the whole formation system can be easily analyzed based on the graph

http://dx.doi.org/10.20517/ir.2023.01


Yan et al. Intell Robot 2023;3(1):1-22 I http://dx.doi.org/10.20517/ir.2023.01 Page 7

Leader 

Follower #1

Follower #2

Follower #3

Figure 2. A typical topology of leader-following structure.

Virtual Leader 

Follower #1

Follower #2

Follower #3

Figure 3. A typical topology of virtual leader structure.

theory, as presented in section 2.1. Because of those nice features, there is a great amount of literature on AUV
formation control adopting the leader-following structure [44–48].

Such an approach, however, suffers from a major defect that the performance of the overall formation system
depends highly on the behavior of the leaders and the quality of the communication. In other words, once
the lead agents or communication network fail to work as usual due to unpredictable faults, which is often
the case in underwater environments, the entire formation system may be disabled. To overcome this issue
and improve the robustness of the leader-following approach, a virtual leader based method is proposed, in
which there are no physical vehicles employed to lead the group and, therefore, the above-mentioned issue
can be appropriately addressed [49–52]. A typical virtual leader based formation structure can be referred to the
Figure 3. Another critical consideration regarding this type of structure is that it is always assumed that every
vehicle in the group is permitted to obtain the trajectory information of the virtual leaders, which is a strong
assumption and may not be fulfilled in many realistic applications.

3.2. Virtual structure approaches
Similar to the virtual leader approach, virtual structure coordination is another common method used to
coordinate the multi-agent formation, which was first reported in [53,54] to address the cooperative control of
multiple mobile robots. In this method, a set of virtual points are defined corresponding to each vehicle, which
is determined by the desired formation configuration as well as the trajectory to be tracked. Since each vehicle
is assigned its own reference point, the formation tracking problem is then converted into the tracking control
problem associated, the goal of which is to drive the vehicles to minimize the errors between their actual
positions and desired ones. A typical realization of such an approach is illustrated in Figure 4. Due to the fact
that such a method is also straightforward and simple to analyze and realize, there have been many results
reported to date based on this method to achieve the formation control requirements [54–59].
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AUV #1 Reference #1

AUV #2

AUV #3

Reference #2

Reference #3

Figure 4. A typical topology of virtual structure approach.

AUV #1

AUV #2

AUV #3

Target

Figure 5. A typical topology of behavior-based approach.

The main drawbacks of the virtual structure approach may lie in several aspects: (1) Like the virtual leader
approach, this method relies closely on the desired reference trajectories, which appears to be unrealistic in
many practical scenarios; (2) It is not easy to expand the AUV formation, since the desired virtual reference
points are designed in advance based on the prescribed formation pattern; (3) Due to the lack of information
exchanges between the neighboring vehicles, there is no cooperation occurred in the formation system, which
degrades the coordination performance.

3.3. Behavior-based approaches
Different from the above two methods, as shown in Figure 5, there exists an explicit mutual communication
in formation systems synthesized using the behavior-based coordination approach. Instead of directly pre-
scribing a priori reference trajectories, in behavior-based approach, each vehicle in the group makes its own
decisions based on the local information (e.g., its own states, surroundings, and neighbors’ states) and the goals
predefined. The goals usually include target reaching, collision or obstacle avoidance, distance maintaining,
etc. Particularly, the overall control actions of the vehicles are then generated by a weighted combination of
achieving these different goals. Due to the multi-objective and distributed features, behavior-based approach
has attracted extensive attention over the past few decades in the research areas of multi-agent cooperation
and coordination [60–64].

Although the behavior-based scheme is turned out to be able to achieve multiple objectives and is merely
dependent on the limited local information to calculate control activities, it is hard to analyze the stability
properties of the overall formation system based on such a method when more vehicles and behaviors are
involved. This restricts its practical applications greatly.
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Attractive Force #2

AUV #1

AUV #2

AUV #3

Attractive Force #2
Attractive Force #3

Obstacle

Repulsive Force #1

Repulsive Force #3

Repulsive Force #2

Figure 6. A typical topology of APF-based approach.

3.4. Artificial potential field approaches
Artificial potential field (APF) approach is first invented by Khatib [65] in order to design an algorithm to gener-
ate an obstacle-free route for manipulator and mobile robot path planning. The main feature of the method is
that a series of artificial potential functions are defined intentionally with the purpose of reaching the target and
meanwhile avoiding obstacles. Analogous to the potential energy in physics, the APF functions defined can
generate corresponding potential forces as well. Typically, there are two types of APF functions involved: One
aims to generate attractive potential forces to bring the vehicles to the targets, and another attempts to yield the
repulsive potential forces to make the vehicles keep away from the obstacles, which is shown in Figure 6. As a
consequence, under both the attractive and repulsive forces, the prescribed objective can be attained. Inspired
by such a formulation of clear physical significance, APF approach is also introduced in various multi-agent
systems to help organize the cooperation and coordination [66–72].

Similar to the behavior-based approach, it is relatively easy for the APF approach to synthesize distributed
controllers that achievemultiple goals depending only on the local information. However, onemajor drawback
is that it has the chance to trap into points at which the resulting net force applied on vehicles is zero, which
is also known as the issue of ”local minima”. Likewise, the stability analysis of APF based multi-agent systems
is not easy as well, compared to the leader-follower structure and virtual structure approaches, when the scale
of the group grows larger.

3.5. Other approaches
By a comprehensive literature review, there are some other commonly used approaches to achieving the multi-
agent cooperation and coordination, while these kinds of schemes can be, in some sense, regarded as variants
of those already presented. For example, the so-called formation reference point (FRP) method is actually a
type of virtual leader method, in which a reference point is defined and parameterized with desired velocity
profile, and then the control objective of vehicles in the group is simply to maintain a specific distance and
bearing with respect to the reference point [73,74]. Like the conventional virtual leader method, there are no
explicit interactions took place between neighboring vehicles.

In the field of multi-agent coordination, there exist a fundamental problem, termed consensus problem, which
characterizes how the inter-agent cooperation can be emergent by merely using the local information (i.e.,
interacting with neighbors) [75]. Specifically speaking, it is possible that the state of the entire multi-agent
system can be ultimately in consensus; that is, each agent’s state converges to the same equilibrium point
under a proper local control law that is designed only based on the neighboring information. Moreover, such
a problem can be well formulated and tackled by the graph theory, as mentioned in section 2.1, including the
basic issues such as the existence of solutions, stability and robustness properties of multi-agent systems. For
this reason, a vital amount of related research results on networkedmulti-agent systems coordination based on
consensus approach are reported both in theoretical and practical dimensions [31,76–81]. Such a problem is then
extended to the case of formation control design, where a virtual leader is introduced to guide the vehicle group
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AUV #1

AUV #2

AUV #3

Virtual Leader

Figure 7. A typical topology of consensus-based approach.

to move along with a reference trajectory together, and meanwhile, the formation is formed by the exchange
of information between neighbors [82–84]. A typical communication topology of consensus-based formation
control is illustrated in Figure 7.

It should be noted that in stark contrast with the conventional virtual leader structure, there exists local infor-
mation flow in the consensus based approach, and more importantly, it is not necessary that all members in
the group have access to the information of reference trajectory [85–87]. It is, in effect, the sole condition that
the graph associated has a spanning tree [11]. Those mentioned features seemingly make the consensus based
method more practical and beneficial for real-word applications among various formation control methods.
While such amethod has attractedmuch attention in the studies of groups of unmanned ground vehicles [88–92],
unmanned aerial vehicles [93–98], and spacecraft [99–102], there is still a lack of sufficient research efforts to apply
consensus based approach to the multi-AUV formation where more practical challenges associated should be
addressed further, most of which will be discussed in what follows.

4. PRACTICAL ISSUES AND CHALLENGES IN AUV FORMATION CONTROL
This section discusses the major technical challenges and several practical issues encountered in the synthesis
of AUVs formation control systems in terms of motion control of AUVs, addressing the adverse underwater
conditions and communication constraints. A great variety of existing available results to tackle these difficul-
ties are reviewed comprehensively, and the features of each type of method are pointed out.

4.1. Nonlinear constrained dynamics of AUVs
As mentioned earlier, different from the general multi-agent systems [11] where a point-mass model is typically
used to describe the motion of agents, the governing equations of AUVs are much more complicated as ex-
plained in Remark2, including nonlinearity, underactuation and system constraints. As a result, such systems
may suffer from some extra design complexities in respect of motion control. To deal with the nonlinearity,
employing an approximated model is a likely choice by linearizing the nonlinear model at a specific operating
point, and then linear control theory can be used to design the motion controller for AUVs. Based on this idea,
the authors [103] proposed a nonlinear gain scheduling controller for heading control of AUVs in the horizontal
plane. In this study, a finite number of linear static feedback controllers were derived at distinct speed con-
ditions, after which the parameters of the controller were interpolated upon speed. The resulting scheduled
controller was designed using the D-methodology [104] to guarantee the stability of the overall closed-loop sys-
tem. To obtain an optimal control performance with respect to a quadratic-type objective, a linear-quadratic
regulator (LQR) algorithm was implemented [105], and an optimal state feedback gain was figured out to regu-
late the AUVs’ depth as well as stabilize the roll and pitch angles. In order to account for the approximating
errors and the time-varying environmental conditions, a robust H∞ based depth control was proposed [106], in
which the aim of the controller is to minimize the cost function under the maximum effects of the parametric
perturbations, and the resulting robust performance is verified by simulation.
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Another class of optimization-based control methods, termed model predictive control (MPC), is inherently
effective in handling internal uncertainties. Due to the preceding horizon formulation, an online optimization
mechanism is enabled in MPC using real-time state feedback against the potential modeling errors. Further-
more, owing to a shortened horizon employed in optimization, such amethod is also allowed to handle the state
and input constraints, which is a very beneficial and useful feature in designing practical controllers as nearly all
of the physical systems are subject to actuation saturation. By means of the MPC policy, the authors [107] stud-
ied three-dimension (3D) underwater tracking control of a fully-actuated AUV with the practical constraints
in both state and input, and the simulation results verified the satisfactory performance in the presence of var-
ious disturbances. In underwater conditions, the measurement noises may be another non-negligible factor
affecting the control performance. To this end, linear quadratic Gaussian (LQG) control, integrated with the
Kalman filtering (KF) technique, serves as an efficient optimal control strategy to ensure that the controlled
system operates at the optimum status in the sense of variance minimization [108]. Recently, a model predictive
tracking controller was combined with an extended state based Kalman filter for a constrained remotely oper-
ated underwater vehicle in order to achieve a high-precision tracking performance, while the system nominal
model is uncertain and subject to both sensor noises and external disturbances [109].

However, most of the aforementioned approaches are designed based on a linearized model at some specific
operating points, which necessitate assumptions that the AUVs move at a relatively low speed and the impacts
of disturbances, caused by the ocean waves and currents, are much limited such that the locally stable results
can be obtained. Such a hypothesis may be quite conservative and, in effect, not always hold in practical situa-
tions. In view of that, nonlinear control techniques have been the research focal point over past decades to help
develop high-performance motion controllers for AUVs with global stability guarantee. The researchers [110]

proposed a nonlinear tracking controller for a remotely controlled AUV based on the feedback linearization
technique, under which the resulting system becomes a decoupled linear system, and furthermore, an optimal
error correcting term is added in the feedback loop, based on LQR approach, to compensate the uncertainty.
To derive adaptive formation tracking controllers for a group of underactuated AUVs in a horizontal plane, the
backstepping design procedure and neural network technique are used [46]. The resulting nonlinear formation
controllers developed for each AUV are based on a virtual leader structure without knowledge of the leader’s
velocity and dynamics, and the overall AUVs formation is proved to be uniformly ultimately bounded stable
using the Lyapunov stability theory. Due to the obvious benefits of MPC approach in handling systems con-
straints, a nonlinear MPC controller was presented for the tracking control of an AUV in 2-dimension (2D)
case [111,112], where an auxiliary nonlinear control law is proposed using the backstepping-based Lyapunov syn-
thesis, and as a result, the linearization procedure can be avoided for standard MPC design, which improves
the region of attraction of resulting system greatly. Furthermore, the resulting Lyapunov-based MPC is guar-
anteed with properties of iterative feasibility and stability. Following the same ideas, the authors [113] developed
a leader-follower based receding horizon kinematic controller for formation control of a constrained under-
actuated AUV. Taking into consideration the uncertainties in modeling, the authors combined the extended
state observer (ESO) with nonlinear MPC to deal with the formation tracking of AUVs [114].

Another class of important methods to address complex systems is intelligent control, including fuzzy logic
control, neural network control, and data-driven control (sometimes in the literature also called machine
learning-based control), etc. For instance, the authors [115]developed a nonlinear fuzzy logic based proportional-
integral-derivative (PID) controller to regulate an AUV’s heading and depth, and in particular, Mamdani fuzzy
rules are used to tune the control gains of PID adaptively to address the nonlinearity and uncertainties in AUV
modeling. As well, to address a similar issue, 3D path following of an underactuated AUV is investigated using
fuzzy logic based backstepping controller [116]. It is worth noting that AUVs path following problem is slightly
different from the tracking problem, while they are both expected to follow a desired route. The former does
not impose a strict temporal constraint on the reference trajectory. Thus, an extra degree of freedom in the
speed of the trajectory can be exploited to design controllers, which could be practical in some applications [6].
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To handle the nonlinear and unknown dynamics of AUVs, a data-driven model-free predictive approach [117]

was proposed for the accurate trajectory tracking control, in which the authors suppose that both parameters
and order of the plant are unavailable to control design. To address a similar problem, an adaptive line of sight
(LOS) guided reinforcement learning approach based on the long short-termmemory (LSTM) neural network
model was devised [118]. Considering the unknown nonlinearity in AUV dynamic model, underactuation and
input limitation, the author [119] designed a neural network based robust formation controller using virtual
structure for a group of underactuated AUVs with actuation saturation, and furthermore, rigorous stability
analysis was provided.

4.2. Adverse underwater environments
In addition to the nonlinear, uncertain and underactuated characteristics of the AUVs dynamics as discussed
above, the complicated underwater conditions (e.g., marine disturbances, hydrodynamic effects, unpredictable
static or dynamic obstacles) may also pose a great difficulty in AUVs formation design. In the preceding
discussions, we have already mentioned numerous methods to address the uncertainties in AUV dynamic
model, most of which adopt an adaptive idea, e.g., adaptive control methods, data-driven methods, neural
network-based methods, etc., to estimate parameters (either control gains or model-related parameters) in a
real-time manner based on the measured data. This class of methods, although superior, is basically suitable
for the case when the structure of the uncertainties is known, but the associated parameters are required to be
estimated. On the other hand, due to the integration with online parameter estimation, most existing adaptive
approaches result in a nonlinear time-varying system whose robustness properties regarding the modeling
errors are hard to be guaranteed. Nonetheless, as for the marine disturbances induced by the ocean waves,
currents and winds, as well as the effects from the hydrodynamics, their interaction patterns with the AUVs
are complicated and quite difficult to understand. In view of that, nonlinear robust control techniques, e.g.,
sliding mode control (SMC), have received much attention in various mechatronic control systems, for which
a static switching-like feedback control law is used and the corresponding control gains are calculated to ensure
that all types of disturbances, so long as within a given bound, can be handled [120–122].

Based on this paradigm, there is a variety of literature employing SMC schemes to study the robust tracking
control problem of AUVs subject to both unknown disturbances and modeling uncertainties [123–126]. In par-
ticular, considering the potential time delays between surface ships and vehicles, which happens quite often
in practical situations, the authors proposed a discrete-time quasi-SMC method for AUVs depth control to
guarantee the stability and robustness even in the presence of large sampling intervals, and concurrently, the
chattering was addressed using the so-called equivalent control region [127]. Besides the robustness, in order
to meet a fast converging requirement near the equilibrium point, terminal sliding mode control (TSMC)
techniques are used by researchers to achieve the finite time control [128–130]. Due to the possibility of sin-
gularity appearing in TSMC schemes, some non-singular TSMC approaches were investigated to avoid this
issue [131–133]. While SMC based controllers exhibit a stunning robust performance in handling unknown en-
vironmental disturbances as well as inherent modeling uncertainties, a major drawback is that the chattering
issue occurring in control activities should be carefully addressed, as it may inevitably deteriorate the perfor-
mance in practical cases. Towards this end, higher-order SMC techniques were proposed to attenuate the
high-frequency chattering to make SMC schemes more practical, and such methods were also applied to the
control problems of AUVs tracking and formation [134–138]. To completely eliminate the chattering while ob-
taining good robustness, the authors developed a distributed neuro-dynamics-based sliding mode controller
for the consensus formation tracking control of a group of AUVs [139]. In addition to the static robust control
schemes that are considered more conservative, there are numerous disturbance observer-based controllers
used for AUVs motion and formation control, which behave more actively in addressing the disturbances and
hydrodynamic coefficients [140–145]. As well, observer-based schemes can also be used as an effective tool to
tackle the output feedback control where the velocity sensing is unavailable, which is fairly beneficial in terms of
reducing cost and meanwhile improving the performance of AUVs formation [146–149]. Furthermore, observer

http://dx.doi.org/10.20517/ir.2023.01


Yan et al. Intell Robot 2023;3(1):1-22 I http://dx.doi.org/10.20517/ir.2023.01 Page 13

or estimator based techniques are also of critical importance and act as useful tools in designing systems of
diagnosis and accommodation for sensor errors and faults. It is well known that failure to detect and isolate
the errors and faults may lead to inaccurate control performance and even loss of the AUVs. To overcome it,
the authors [150,151] employed certain observers and filters on the basis of vehicles’ models to identify the errors
in sensors and provide an estimate correspondingly, and thus a high-quality motion control objective can still
be maintained.

Except for the handling of unknown disturbances and hydrodynamic uncertainties, avoiding obstacles and
inter-vehicle collisions is another realistic aspect in synthesis of formation systems due to the poor knowledge
of the obstacle distribution. To prevent unmanned aerial vehicles (UAVs) formation from any collisions, a col-
lision avoidance mechanism was incorporated into the UAVs formation control strategy. In this approach, an
additional velocity term is involved based on the mechanical impedance principle to avoid potential collisions,
once the obstacles detected are within a certain range [152]. A new dual-mode strategy is designed to achieve
cooperative UAV formation flying. In an obstacle-free environment, safe mode is activated to achieve global
optimization. When faced with obstacles, danger mode enables a modified Grossberg neural network to plan
an obstacle-free route, and amodel predictive controller is also developed to achieve the route planned [153]. An
obstacle avoidance strategy was proposed for UAV formation control design based on the artificial potential
field (APF). An attractive potential field is designed for a leader to track the moving target, and the rest of the
AUVs aims to follow the leader using the attractive potential force, while repulsive potential forces are also de-
fined for UAVs to avoid obstacles [154]. Employing the same idea of APF, the authors proposed an obstacle-free
formation controller for multi-agent systems based on virtual structure. To achieve the path planned by APF,
a backstepping controller was developed based on the neural network and finite-time control technique [155].
Besides the APF-based obstacle avoiding strategies, as aforementioned, MPC-type controllers are capable of
handling constraints effectively, which can be utilized to design collision-free formation controllers. This can
be achieved by either extending the objective function or adding extra avoidance constraints into the receding
horizon optimization procedure [156–159]. Other available approaches, such as ant colony algorithms [160,161],
particle swarm optimization [162], machine learning-based algorithms [163], etc., were also reported to optimize
an obstacle-free path, yet such intelligent optimization-based algorithms quite often necessitate a great com-
putational effort and take a relatively long time, which greatly restricts their applications in AUVs formation
where computation resources are limited and rapid response is needed to handle the variable surroundings.

4.3. Communication constraints
Different from themultiple land robots, surface vehicles and unmanned aerial vehicles, the signals of the global
position system (GPS) or base stations cannot be received by AUVs in underwater conditions, and therefore
the localization and communication in AUVs fleet may become an unavoidable issue. It has been turned out
that the traditional acoustic technologies still serve as the most efficient way to provide the wireless connect-
ing services [27], in which case the communication capability, thereby, has major impact on the performance
of AUVs formation. The effects of the communication constraints mainly result from the following several
aspects.

• Propagation delay: The speed of acoustic waves is nearly 1.5 kilometers per second, which is far slower than
the speed of electromagnetic waves in air, and thus the effects of propagation delays cannot be neglected.
Moreover, since the speed of the acoustic propagation relies highly on environmental factors (e.g., pressure,
temperature, salinity, disturbances), the calculation for propagation delays may be rather complicated and
often time-varying.

• Path loss: As the acoustic waves propagate, their energy spreads and attenuates in themedium. This process
is called path loss, especially the higher the frequency, the easier the path loss. More path loss means a
shorter communication range.

• Limited bandwidth: For a specific transition channel, its bandwidth is always limited and related to the
range of communication. Therefore, it is necessary to allocate the interactive data reasonably (e.g., sensor
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data, control data, localization data) in order to achieve an effective formation control.
• Multipath: During propagation, the acoustic signals could be reflected possibly by the sea surface, seabed
and obstacles, which causes the multipath. Signals in multipath will result in distortion, consequently re-
ducing the measurement or transmission accuracy.

• Doppler effect: Since the AUVs formation is always in motion, the frequency of the wave being transmitted
by a moving base may be varied on its receiving side, which is called the Doppler effect.

There are a number of research efforts made to overcome the above communication constraints so that a
better formation performance can be achieved. By assuming that the delays of propagation are bounded and
the bounds on delays are less than the sampling period of AUVs, it was shown [164] that the leader-following
based formation system can tolerate the delays and still achieve the formation stabilization, although it takes a
longer time to stabilize than the case without delays. To provide a lower bound on control performance of an
inspection ROVwith sensor time delays, the authors employed an input-output controllability analysis to show
that at which amount of delays the ROV system can tolerate irrespective of the forms of designed controllers,
while the results are obtained based on an approximated linear model of the ROV [165]. As well, the researchers
demonstrated by experiments that there exists a dominant time delay in the underwater acoustic positioning
system powered by the short baseline (SBL) with four transducers, and that the traditional Smith predictor
failed to estimate due to the time-varying properties. To handle it, an online identification was proposed in
their work to estimate the variation of the delay, thus minimizing its impacts as much as possible [166]. To be
able to account for the package dropouts, the authors [167] treated it as an extra delay out of the total delays and a
compensating law was designed in the H∞ controller to ensure a robust formation performance against delays.
To characterize the delays more precisely, researchers [168] represent the delays as a differentiable function and
suppose that its time derivative is less than one, under which a leader-following controller is designed to reach
the formation requirements. To overcome the bandwidth limitation, an observer-based formation controller is
quite often used to reduce the amount of information exchange, and furthermore, a fault function is introduced
to describe the effect of the multipath in communication [169]. Nonetheless, as indicated [27], due to the fact that
the informationwill be compressed before transmission, reducing control or sensor data do not contribute a lot
to the relaxation of the bandwidth limitation. The authors provided a leader-following algorithm to optimize
the formation configuration in terms of coverage efficacy and communication power consumption utilizing a
calculation model for the path loss [170]. To reduce the Doppler effect, a Doppler effect compensation system is
designed using an efficient multi-rate sampling technique [171]. Similarly, using diffident resampling strategies,
reduction of the Doppler effect for the moving platform can be achieved [172,173]. Due to the unpredictable
ambient disturbances and long communication distance, it is possible for the AUVs fleet to encounter a period
of communication disconnection, in which case dynamic network topologies can be used to describe it. To
achieve a dynamic topology, the authors predefine a set of topologies and put a random mechanism on it,
and the objective is to design a formation controller such that the formation system can be stabilized under a
jumped network topology [174,175]. Instead of random switching, a distance-based dynamic topology is defined
among the group [176], in whichmerely the vehicles within the communication range can create the connection.

5. SUMMARY AND FUTURE WORK
We first provided several most commonly used coordinating structures and approaches to solve the AUVs for-
mation control problem, that is, leader-following structure, virtual structure, behave-based approach, artificial
potential field approach, and other approaches. It is noted that all of these mentioned approaches adopt a de-
centralized control architecture, i.e., each vehicle makes its own decisions based on the information received.
In leader-following structure, there are one or several agents defined as leaders in advance to guide the whole
formation system to meet the control requirements. Due to the advantages (e.g., easy implementation and
analysis, and good flexibility), such a method has attracted much attention in most of the AUVs formation
syntheses. A major deficiency is that the entire formation performance relies strongly on the leaders’ behavior,
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thus often resulting in poor robustness. Although a virtual leader takes the place of the physical leaders, it still
needs an assumption that each vehicle in the group is able to access the information of the leaders, which is
obviously not realistic in real applications. Similarly, virtual structure approach seeks to convert the coupled
coordination problem into the single vehicle tracking problem. In such a way, the analysis of the behavior
of the overall formation system becomes trivial, since the stability and robustness of the overall system are
simply ensured by the properties of single tracking systems. While straightforward and simple to realize, for-
mation scaling is not that flexible compared to the leader-following approach, as the virtual reference points
are predefined in accordance with the specified formation shape and cannot be changed during the formation
process. In behavior-based approach, an apparent difference from above-mentioned methods is that mutual
communication between neighbors is introduced, whereby it is possible for the agents to fulfill the formation
demands using only the local information rather than the leaders’ information, which seems to be more ben-
eficial. Another benefit is that multi-goal can be achieved in this framework, e.g., formation keeping, target
seeking, obstacle avoidance, etc. However, the major restriction of this method is that it is hard to analyze the
behavior of the overall formation systems, especially in the case that the number of agents becomes large and
the goals of the agents are complex, and thus cannot claim any theoretical guarantees to support its practical
applications. Likewise, artificial potential field approach can be used to achieve the multi-objectives by means
of the local interactions based on the so-called artificial potential field function. The analysis of the evolution
of resulting systems is not easy as well due to the fact that the introduced potential functions are most likely
to be nonlinear. Recently, the consensus-based approach has received enough attention, since it is able to pro-
vide a good trade-off between theoretical analysis and coordination performance. While the studies regarding
consensus in the context of general muli-agent systems are extensive, because of the difficulties and special
characteristics of the AUVs formation systems as mentioned above in Section 4, the research work adopting a
consensus-based formation design is very limited.

Next, we categorized the several technical challenges and practical considerations in AUVs formation, that
is, nonlinear uncertain dynamics of AUVs, complex underwater conditions, unknown disturbances and faults,
and communication constraints. It is quite necessary to address them suitably and efficiently in order to obtain
a better formation performance. Based on that, we reviewed in-depth the recent advances and developments
in handling these pressing challenges. While, as observed above, there are an increasing number of research
results being made to partly tackle some of these issues, due to the interdisciplinary nature of AUVs formation
control systems, it is still far from mature and needs further research efforts. Based on the brief literature
survey, some promising research directions are pointed out as follows.

• Due to the fact that the dynamics of AUVs are inherently nonlinear and uncertain subject to the underac-
tuation and numerous constraints, high-quality motion control continues to be challenging. While there
are some good frameworks that have been proven to be able to address these issues concurrently by com-
bining the nonlinear control techniques (e.g., feedback linearization and backstepping design procedure)
with MPC strategy [111–113], the performance of the resulting systems is dependent of the proposed auxil-
iary controllers, which may somehow tighten the region of attraction, and meanwhile such methods are
usually computationally demanding. Thus, it is interesting to explore efficient nonlinear MPC schemes
or other optimization-based approaches that are free from the auxiliary control laws simultaneously with
fewer computation demands.

• Most of the existing solutions proposed are based on either the kinematic model or a reduced 2D dynamic
model in the horizontal or vertical plane, which lack practicality, and therefore it is necessary to propose
methods suitable for the general 3D case with more dynamic maneuvering tasks. Besides the stability, the
systems’ robustness properties against disturbances, noise and faults should be further established in order
to synthesizemore practical and robust controllers, but it seems thatmany existing results ignore the analysis
on this aspect.

• In order to simplify the stability and robustness analysis, a good many available results are obtained based
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on the leader-following structure. As aforementioned, such a method, although easy to implement, is not
realistic and short of cooperation as it is assumed that the leaders’ information needs to be received. In view
of that, the consensus-based formation tracking control deserves further investigation.

• It is observed that many advanced formation control protocols developed assume perfect communication.
As indicated above, addressing communication constraints (e.g., time-varying delays) is one of the most im-
portant points, as it is ubiquitous to encounter bad communication channels due to underwater conditions.
Therefore, we believe that incorporating delay estimation and compensation techniques into formation
control or designing delay-tolerant formation systems is of great significance in practice.

• While there are some primary proposals that provide several delay compensating strategies [165–168], most
of themmay be lack practicality due to the employment of an unrealistic delay model. Thus, more practical
delay models are required, and then can be used to compensate for the impacts of the propagation delays.
As suggested [27], most of the communication constraints can be ultimately grouped into the effects of delays,
while the delays usually can be much more complicated. Thus, developing an effective estimation strategy
for delays contributes to better formation control performance.

• In addition to the delays, due to the unpredictable underwater situations, it is possible to encounter a com-
munication disconnection with neighboring agents, in which case the traditional fixed topology-based for-
mation coordination strategy may fail to work. For this reason, developments of variable topology-based
formation control protocols are of more practicality and robustness. While there exist some potential tech-
niques suitable for handling this issue, as reported in Tomera’s work [177]where hybrid switching control
theory was used to attempt to construct safety controller for a training ship operating in many modes, we
believe more research efforts are still needed and relevant on this topic to derive a realistic switching mech-
anism for formation applications with consideration of characteristics of AUVs and communication.

In summary, because of the interdisciplinary feature of the AUVs formation applications, including the fields
of mechanical, electrical, control and communication, many challenges and practical issues, as mentioned
above, have not been well resolved and studied. In order to synthesize a practical and robust formation control
system, we believe that it is imperative to take into consideration a suitable formation coordination structure,
a realistic dynamic model of AUVs, disturbances, fault-tolerance and communication constraints.

6. CONCLUSION
This paper reviews the current advances and developments in the area of AUVs formation control systems,
especially from the control point of view. We start with presenting the preliminaries on graph theory and
AUVs mathematical models, both of which are essential to the analysis and synthesis of AUVs formation
systems. Based on that, the formation control problem is stated. Then, several commonly used formation
control protocols are listed, and the pros and cons of each method are summarized. After that, the technical
challenges and practical issues confronted in AUVs formation control design are identified, and the existing
available results to overcome these challenges are comprehensively surveyed, whereby we believe that the field
is still at the early stage due to an apparent gap between theoretical progress and real-world applications. Finally,
we summarize the paper and point out some prospective research directions worth further investigation.
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Abstract
The active contour model (ACM) approach in image segmentation is regarded as a research hotspot in the area of
computer vision, which is widely applied in different kinds of applications in practice, such as medical image pro-
cessing. The essence of ACM is to make use ofuse an enclosed and smooth curve to signify the target boundary,
which is usually accomplished by minimizing the associated energy function by means ofthrough the standard de-
scent method. This paper presents an overview of ACMs for handling image segmentation problems in various fields.
It begins with an introduction briefly reviewing different ACMswith their pros and cons. Then, some basic knowledge
in of the theory of ACMs is explained, and several popular ACMs in terms of three categories, including region-based
ACMs, edge-based ACMs, and hybrid ACMs, are detailedly reviewed with their advantages and disadvantages. Af-
ter that, twelve ACMs are chosen from the literature to conduct three sets of segmentation experiments to segment
different kinds of images, and compare the segmentation efficiency and accuracy with different methods. Next, two
deep learning-based algorithms are implemented to segment different types of images to compare segmentation re-
sults with several ACMs. Experimental results confirm some useful conclusions about their sharing strengths and
weaknesses. Lastly, this paper points out some promising research directions that need to be further studied in the
future.
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1. INTRODUCTION
Image segmentation is a significant component in image processing, and serves as the foundation for image
analysis and image understanding. The accuracy of image segmentation hugely affects the quality of subse-
quent image processing procedures. Its major role is to separate the input images into a series of disjoint
sub-regions with unique features, and extract objects of interest. Therefore, image segmentation has been ex-
tensively employed in a variety of areas such as medical image processing [1–4], target recognition [5–8], moving
target tracking [9–12], etc.

In the last decade, active contour model (ACM) using the level set approach has become one of the most effi-
cient tools for image segmentation, which has been extensively employed in tasks of image segmentation. The
image segmentation algorithm based on ACM is an image processing technique that combines upper-level and
various prior knowledge for stable image segmentation, which can add image grayscale and edge information
during the process of optimization. It provides a piece-wise smooth closed contour as the final outcome, which
haswith superior performance such as diverse forms and flexible structures. ACM converts the image segmen-
tation problem into the process of solving a minimization problem with the energy function. The contour of
the target object is expressed by means of the zero level set in the execution process, which is convenient to
dealfor dealing with the topological deformation during the curve evolution. Nevertheless, the topology of the
segmented region changes in an automatic and uncontrollable manner can either be an advantage or an incon-
venience according to different applications. The essence of ACM is to employ a continuous and closed curve
to represent object boundary, which is achieved through the standard gradient descent approach to minimize
the associated energy function.

ACMs are generally comprised of two categories: parametric ACMs and geometric ACMs. In parametric
ACMs [13,14], the evolution curve is described in the parametric form to obtain object boundary. However, para-
metric ACMs can only deal with images that include a sole target object with an obvious boundary through the
process of parameterization. Most importantly, they cannot automatically handle topology changes during the
process of curve evolution. The geometric ACM is also named as the level set method, which guides evolution
curves to evolve towards the target boundary through the geometric measurement parameters. The introduc-
tion of level set methods makes it possible to segment images with multiple target objects simultaneously, and
solves the issue of topology changes (merging or broken curves) caused by the process of parameterization in
parametric ACMs. This paper mainly pays attention to the existing geometric ACMs, and they can be further
categorized into three types: region-based ACMs [15–17], which aim at identifying each region of interest using
a defined region descriptor to guide the evolution motion of active contour; edge-based ACMs [18,19], which
utilize gradient information of the target boundary as the major driving force to attract the active contour to
the object boundary; and hybrid ACMs [20–24], which combine local region and edge information together to
instruct evolution curve to move towards target boundary.

The Chan-Vese (CV) model [15] utilized the average gray values of the outside and inside areas of the contour
to characterize the foreground and background of the input image, respectively. As a classical region-based
ACM, CV model does not need to utilize image gradient information, which makes it very suitable to seg-
mentfor segmenting images with blurred or discontinuous edges. However, for images with uneven grayscale
such as images subjected to uneven illumination, CV model could obtain undesired segmentation results in
the form of having difficulty extracting meaningful objects out of images and falling into local minima [25].
To solve this issue, the pieceiwse piecewise smooth (PS) model [26] was developed to segment images with in-
tensity non-uniformity to some degree due to the consideration of image local attributes. Nevertheless, PS
model is sensitive to different initial contours and inefficient due to the complex computation process. The ge-
ometric active contours (GAC) model [27,28] translated curve evolution into the evolution of level set function
through variational methods, which effectively solves topology change problems. However, this model has to
continuously re-initialize the level set function to zero level set, which results in inefficient segmentation and
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possible boundary leakage. In addition, the segmentation results of medical images that usually contain noise
and blurred or discontinuous edges are poor. The fast global minimization (FGM) model [29] defined global
minimizers to overcome the drawback of falling into local minima in the local optimization approach such as
CV model [15], which enables the FGM model to be independent of random positions of initial contours and
gets rid of frequent re-initialization of distance function in GAC model [28]. The model [30] was competent to
obtain the global minimum of an ACM between two sides, which enables the initialization process easier and
reduces the chance of falling into a local minimum at the false edge. The key of this model is to take advantage
of a novel numerical method to compute the minimum route, which is the global minimum of the associated
energy function among all routes connecting the two end points.

Tomake the level set function inherently stable, the distance regularized level set evolution (DRLSE) model [31]

added a distance regularization term, which controls the deviation between the level set function and the stan-
dard signed distance function during the curve evolution. In addition, this model avoided the problem of
constant re-initialization during the curve evolution. Nevertheless, this model has no self-adjustment ability
during the process of energy minimization due to uni-directional area term, and remains sensitive to different
selections of initial contours. The bias correction (BC) model [32] was designed to segment the image and com-
pute the bias field simultaneously to correct unevenly distributed intensity in medical images, which is more
precise and has less segmentation time than the famous PS model. However, this model is nowadays ineffi-
cient and less accurate than many newly developed ACMs. In addition, it is not very effective in segmenting
natural images taken from nature. The local binary fitting (LBF) [33] and region- scalable fitting (RSF) [34] mod-
els were constructed to segment images with intensity non-uniformity, which use a kernel function to design
a local binary fitting energy and embeds information of local area to guide the motion of level set function. In
addition, these two models incorporates a penalty term in the energy function, which avoids the periodic re-
initialization process and greatly improves algorithm efficiency. However, the introduced kernel function only
calculates the grayscale value of image locally, which makes it possible to get trapped into local minimum dur-
ing the procedure of minimizing its energy. In other words, these two models are sensitive to initial contours.
In addition, it takes time to calculate the two fitting functions that need to be continuously updated during each
iteration, resulting in the inefficient segmentation of RSF model. The local image fit (LIF) model [35] consid-
ered the technique of Gaussian filtering and local image information to segment different images with intensity
non-uniformity, which segments images faster than RSFmodel due to only two convolution operations during
each iteration. However, this model still remains susceptible to different initial contours. Specifically, an inap-
propriate initial contour may result in a wrong segmentation due to the fact that the majority of existing ACMs
have non-convex energy functions. To solve the issue of non-convex functions, the approach [36] was designed
to translate non-convex function to convex function, which handles the problem of local minima frequently
occurred occurring in non-convex function. Nevertheless, this approach is too complex and time-consuming
to be applied in practice. In addition, the method [37] numerically tracked an accurate numerical approxima-
tion of the most optimized solution for some relaxed problems, which is capable of providing a close bound
between the calculated solution and the real minimizer. Nevertheless, this model is not guaranteed to obtain
a global minimizer of the minimal partition problem (also known as spatially continuous Potts model).

The local and global intensity fitting (LGIF) model [38] was defined as a linear combination of local image fit
(LIF) energy and global image fit (GIF) energy. By choosing the appropriate weights that are used to control
the ratio of LIF energy and GIF energy, this model can effectively handle the grayscale non-uniformity and
has good initialization robustness. However, the weights of LIF and GIFmodels are unpredictable for different
images and often need to be manually calibrated with respect to the degree of grayscale non-uniformity. The
segmentationwill fail if it is chosen poorly [39]. The local gaussian distribution fitting (LGDF)model [40] defined
a fitting energy based on themean and variance of the local gray values. Compared with RSFmodel, this model
is able to segment local areas with the same mean gray value but different variances. However, this model is
less efficient than RSFmodel due to the fact that more time is consumed to compute the variances. In addition,
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this model is also sensitive to different initial contours [41].

The core of local regionChan-Vese (LRCV)model [42] was to replace two fitting constants in theCVmodel with
the two fitting functions in RSFmodel. In addition, this model utilizes the segmentation result of degraded CV
model as the initial contour, which can reduce the dependence on the initial contour to a certain extent and
accelerate the segmentation speed at the same time. Considering that many targets and backgrounds in real
images are random, the local histogram fitting (LHF) model [43] took the advantage of two fitted histograms
to approximate the distribution of the target and background, which can be used to segment regions with un-
predictable distributions. However, it is inefficient because it needs to calculate the histogram distribution for
each gray level (0-255). Similarly, it is sensitive to the initial contours. The local and global Gaussian distribu-
tion fitting (LGGDF) model [44] constructed a linear combination of a local and global Gaussian fit energies
with a changeable weight to balance the local and global energies, which further decreases the dependence on
the choices of initial contours. However, it is computationally intensive and the adaptive weight does not work
well for some images. The local likelihood image fitting (LLIF) model [45] mainly utilized mean intensity and
variance information of the local region. In fact, LLIF model is a combination of LIF model and LGDF model,
which has enhanced applicability for segmenting images. However, the segmentation efficiency is relatively
low, while the robustness to initialization is not appealing [46].

The RSF&LoG model [39] combined RSF model with optimized Laplacian of Gaussian (LoG) energy to im-
prove segmentation results, which further improve sensitivity to different initial contours. Nevertheless, the
segmentation time of this model is relatively long [47] due to the unoptimized computation procedure. The
local pre-fitting (LPF) model [48] pre-calculated mean intensities of local regions ahead of iteration to obtain
faster segmentation speed. Nevertheless, this model still faces some common issues such as stagnation of false
boundaries, under- segmentation [49]. Therefore, the segmentation accuracy of this model still has space to be
further improved. The LPF&FCM model [41] locally fitted out two fuzzy center points inside and outside the
evolution curve ahead of iteration through the fuzzy c-means (FCM) clustering algorithm, which reduces com-
putation cost and improves segmentation efficiency. In addition, this model puts combines an adaptive edge
indicator function and an adaptive sign function together to resolve the issue of single direction of evolution
contour to realize bidirectional motion.

The super-pixel based via a local similarity factor and saliency (SLSFS) model [50] linked super-pixel with FCM
clustering algorithm to create initial contours, which is competent to create adaptive initial contour in the
neighborhood of the target and effectively protect weak edge information. Themodel [51] constructed an adap-
tive weight ratio to calibrate the relationship between local energy part and global energy part, which is capable
of automatically calibrating the direction of curve evolution with respect to the location of the target region.
Nevertheless, the initial contour still has to be manually labeled during the process of curve evolution. The
approach [52] associated the level set method (LSE) model [32] with region and edge synergetic level set frame-
work (RESLS) model [53] to improve segmentation results, which is able to efficiently segment images with
unevenly distributed intensity and extends the two-phase model to multi-phase model. However, this model
is sensitive to the choice of parameters and incompetent to in effectively processing natural images with com-
plicated background information. The method [54] employed self- organizing maps (SOM) to cluster the input
image into two regions: foreground and background regions, which decreases the interference of noise and
enhances system robustness. However, compared with K-mean clustering algorithm, SOM algorithm may ob-
tains relatively smaller lower computation precision owing to the update of neighborhood nodes. The global
and local fuzzy image fitting (GLFIF) model [55] utilized a combination of global and local fitting energy to
process images with noise and non-uniform intensity, which hugely decreases the influences of background
noise and intensity non-uniformity to obtain accurate segmentation result.

The additive bias correction (ABC) model [56] employed the theory of bias field correction to effectively seg-
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ment images with unevenly distributed intensity and achieved good segmentation results. However, the issue
of under- segmentation may occur while segmenting images with Gaussian noise interference, as described
in Section 4, which means that the anti-noise robustness of this model still has space to be optimized. The
pre-fitting energy (PFE) model [47] calculated median intensities of local regions before iteration begins began
to decrease segmentation time. In addition, this model contains a novel single well potential function and its
corresponding evolution speed function to facilitate the evolution speed of the level set function to achieve
fast image segmentation. However, issues of stagnation of false boundaries and under- segmentation may
take placeoccur during the process of evolution process. The above said issues are illustrated and explained in
detail in Section 4. Therefore, this model still has room for improvement in terms of system robustness and
segmentation accuracy. The pre-fitting bias correction (PBC) model [57] utilized an optimized FCM algorithm
to pre-calculate the bias field before iteration, which is able to effectively segmenting images with unevenly dis-
tributed intensity and greatly reduces segmentation time. However, the segmentation accuracy and efficiency
may be inversely affected if the FCM algorithm has bad performanceperforms poorly. The local and global Jef-
freys divergence (LGJD) model [58] put local and global data fitting energies together to measure the difference
between input image and fitted image through the Jeffreys divergence theory, which can effectively segment
natural and medical images with intensity non-uniformities. However, this model has a long segmentation
time [47] due to the unoptimized computation process. The adaptive local pre-fitting energy function, based
on Jeffreys divergence (APFJD) model [49], embedded two pre-fitting functions to construct an enhanced en-
ergy function. This model replaces the traditional Euclidean distance with the theory of Jeffreys divergence to
measure the distance between real image and fitted image, which is proved to be more capable of segmenting
images with intensity non-uniformity efficiently and effectively. Nevertheless, the matter of under- segmenta-
tion sometimes happens when segmenting images with Gaussian noise, as described and explained in detail in
Section 4, which indicates that this model still has room for improvement regarding robustness against noise
interference.

In the beginning of this paper, the authors have briefly reviewed the diverse ACMs (region-based ACMs, edge-
based ACMs, and hybrid ACMs) in the area of image segmentation with their pros and cons. Then, several
typical models in region-based ACMs, edge-based ACMs, and hybrid ACMs have beenwere reviewed with
their advantages and disadvantages, respectively. After that, 12 typical ACMs chosen from the literature re-
view have beenwere selected to conduct three comparison experiments on different kinds of images (synthetic
images, medical images, and natural images). Next, two deep-learning based algorithms have been imple-
mented to segment double-phase images and multi-phase images, whose experimental results are compared
with several ACMs to demonstrate their strengths and weaknesses. Lastly, some promising research directions
and works have been recommended to subsequent researchers. The rest of this paper is arranged as follows:
Section 2 explains some basic knowledge of the ACMs theory. Section 3 reviews several popular ACMs in three
categories, including region-based ACMs, edge-based ACMs, and hybrid ACMs, with their advantages and
disadvantages. Section 4 describes experimental results with respect to segmentation experiments of synthetic
images, medical images, and natural images. Section 5 presents several possible research directions.

2. RELATED KNOWLEDGE
2.1. Curve evolution
Geometric ACMs [59–62] aremainly on the basis of partial differential equations (PDEs) and variationalmethod,
whose essence is to continuously evolve toward the direction of energyminimumunder the constraint of image
information and give conditions. The segmentation process is generally as follows: a closed curve is initialized
on the given image. Then, the curve evolves under the combined effect of internal and external energies, and
stops evolving when the energy function achieves a minimal value through gradient descent method. Lastly,
the zero level set coincides with the target edge to complete segmentation.
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The goal of the level set approach is to find out the zero level set, which represents the target boundary as
energy function is minimized through standard descent method. In other words, this level set method utilizes
zero level set one dimension higher to express the evolution result of low-dimensional target. During the curve
evolution, the points on the curve move towards their normal directions at a certain velocity respectively, with
time as a variable respectively according to a certain velocity. In addition, the speed and direction of themotion
are mainly controlled by two parameters: curvature and unit normal vector.

A closed and smooth curve 𝐶 is defined in two dimensions [63] as follows:

𝑑𝐶

𝑑𝑝
= 𝑇,

𝑑2𝐶

𝑑𝑝
= 𝑘𝑁, (1)

where 𝑝 is the curve parameter, 𝑘 denotes the curvature, 𝑇 signifies the tangent line, and 𝑁 represents the
normal line. Note that 𝑇 (𝑝) and 𝑁 (𝑝) are perpendicular to each other, so the direction and magnitude of the
motion of any point on the curve C can be represented by these two vectors. By adding the time variable 𝑡, the
evolution of the curve is represented as

𝑑𝐶 (𝑡)
𝑑𝑡

= 𝛼1𝑇 + 𝛼2𝑁, (2)

where 𝛼1 denotes the point speed on the curve in the tangential direction, and 𝛼2 signifies the point speed
on the curve in the normal direction. Since the shape change and geometric properties of the curve during
evolution process are only related to the speed in the normal direction. Therefore, only the normal speed is
taken into consideration, while the velocity component in the tangential direction is chosen to be ignored for
better segmentation efficiency in practical applications.

Therefore, Equation (2) can be simplified as

𝑑𝐶 (𝑡)
𝑑𝑡

= 𝐹𝑛𝑁, (3)

where 𝐹𝑛 is the speed function used to represent the motion speed of all points on the curve.

2.2. Level set function
The fundamental idea of level set method is to express the evolution of a closed curve 𝐶 in the plane as the
evolution of the intersection of a higher dimensional functionwith the horizontal plane by using the expression
of an implicit function, which performs interface tracing and shape modeling by solving the zero level set
function [64]. Specifically, the level set method employs a level set function a dimension higher to implicitly
express a two-dimensional closed curve, or a three-dimensional surface, or a multi-dimensional hyper-surface,
which transforms the process of curve evolution into the evolution problem of level set function one dimension
higher.

The level set function is always a valid function when the topology of the closed curve or surface embedded
in the level set function changes. Instead of tracking the position of the evolved curve, the level set function is
continuously updated under the action of solving a partial differential evolution equation to figure out its zero
level set when image segmentation is performed by the level set method. The zero level set at that moment is
derived when the evolution process stops under some certain criteria, which means the position of the zero
level set is the location of the object contour after segmentation.

2.3. Energy function
The internal energy is determined by the internal properties of the curve, which defines an enlargeable and
bendable curve deformation energy term, and maintains the continuity and smoothness of the contour curve
by adjusting the weights to control the consistency of the elastic tensor of curve bending and the rigid tensor
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of stretching. The external energy determined by image information consists of image constraint energy term
and image potential energy term [65]. There is no fixed expression formula for the constraint energy term,
which is usually constructed according to users’ demands or image features. The external energy determines
the evolution direction of the active contour, which guides the evolution contour line to evolve towards the
target boundary.

3. ACTIVE CONTOUR MODEL
In this section, some representative ACMs in of three types (region-based ACMs, edge-based ACMs, and
hybrid ACMs) are reviewed with their pros and cons in detail.

3.1. Region-based ACMs
3.1.1. Mumford Shah model
MSmodel [26] unifies image data, initial estimation and target contour in a feature extraction process under the
constraint of knowledge, which is capable of autonomously converging to the energy minimum energy state
after proper initialization. This model converts image segmentation issue into minimization of the energy
function as follows:

𝑒𝑀𝑆 (𝑣, 𝐾) = 𝑝
∫
Ω
(𝑣 − 𝐼)2𝑑𝑥 + 𝑞

∫
Ω\𝐾

|∇𝑣 |2𝑑𝑥 + 𝑟 |𝐾 |, (4)

where 𝑣 is the fitted image, 𝐼 is the original input image, ∇ denotes gradient operator, |𝐾 | is the length of
contour line 𝐾 , and 𝑝, 𝑞, 𝑟 are positive coefficients to control the associated segments.

The energy function in Equation (4) is comprised of three terms: the first data fidelity term (𝑝
∫
Ω
(𝑣 − 𝐼)2𝑑𝑥)

maintains the similarity between original input image and segmentation result; the second curve smoothing
term (𝑞

∫
Ω\𝐾 |∇𝑣 |2𝑑𝑥) makes segmentation result smooth, and the third length constraint term (𝑟 |𝐾 |) con-

strains the curve length. Among these terms, data fidelity term and curve smoothing term utilize the feature
of local region information to get rid of unnecessary contours. The most optimized contour 𝐾 is obtained
through the minimization of Mumford and Shah energy function in Equation (4), which segments the orig-
inal input image 𝐼 into several non-overlapping areas, and a fitted image 𝑣 after the process of smoothing.
However, it may have the issue of several local minima since that 𝑒𝑀𝑆 (𝑣, 𝐾) is not convex. In addition, it is
time-consuming and inefficient to solve Equation (4) because of incompatible dimensions of 𝑣 and 𝐾 [66].

3.1.2. Chan Vese model
CV model [15] considers the image global characteristics and image statistical information inside and outside
the evolution curve to drive the curve to approach the contour of the target area, which achieves success in the
segmentation of images with blurred edges and small gradient changes and remains insensitive to noise. The
CV energy function is proposed as

𝑒𝐶𝑉 (𝑐1, 𝑐2, 𝐶) =
∫
outside( 𝐶)

(𝐼 − 𝑐1)2 𝑑𝑥 +
∫
inside (𝐶)

(𝐼 − 𝑐2)2 𝑑𝑥 + 𝑎 |𝐶 |, (5)

where 𝑎 is a constant; 𝑐1 and 𝑐2 denotes the grayscale averages of the outer and inner regions of the curve,
respectively; |𝐶 | represents the length of evolution curve; the first two terms in Equation (5) are data-driven
terms that are utilized to guide the curve to evolve towards target boundary, and the last term in Equation (5)
is length constraint term that is used to control the curve length as well as smooth it. According to Equation
(5), the energy function 𝑒𝐶𝑉 reaches the minimum value when curve 𝐶 is on the edge of target boundary. In
the process of minimizing the CV energy, the curve 𝐶 can be represented by the level set function 𝜙, which
generates the following rewritten energy function as follows:

𝐸𝐶𝑉 (𝜙, 𝑐1, 𝑐2) =
∫
Ω
|𝐼 − 𝑐1 |2 𝐻𝜀 (𝜙(𝑥))𝑑𝑥 +

∫
Ω
|𝐼 − 𝑐2 |2 [1 − 𝐻𝜀 (𝜙(𝑥))] 𝑑𝑥 + 𝑢

∫
Ω
𝛿𝜀 (𝜙(𝑥)) |∇𝜙(𝑥) |𝑑𝑥, (6)
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where 𝐻𝜀 (𝜙(𝑥)) and 𝛿𝜀 (𝜙(𝑥)) are approximated Heaviside and Dirac functions defined as

𝐻𝜀 (𝑥) =
1
2

(
1 +

2
𝜋

arctan
( 𝑥
𝜀

))
, (7)

𝛿𝜀 (𝑥) = 𝐻′
𝜀 (𝑥) =

𝜀

𝜋
(
𝜀2 + 𝑥2) . (8)

Utilizing the standard gradient descent approach to minimize the energy function in Equation (6), therefore,
the issue of minimizing the energy function is transformed into solving the gradient descent function, which
obtains the following gradient flow function (level set evolution function) as follows:

𝜕𝜙

𝜕𝑡
= −𝛿𝜀 (𝜙)

[
(𝐼 (𝑥) − 𝑐1)2 − (𝐼 (𝑥) − 𝑐1)2] + 𝑎𝛿𝜀 (𝜙) div

(
∇𝜙
|∇𝜙 |

)
, (9)

with 𝑐1 and 𝑐2 being 
𝑐1 =

∫
Ω 𝐼 (𝑥)·𝐻𝜀 (𝜙(𝑥))𝑑𝑥∫

Ω 𝐻𝜀 (𝜙(𝑥))𝑑𝑥
,

𝑐2 =
∫
Ω 𝐼 (𝑥)·[1−𝐻𝜀 (𝜙(𝑥)]𝑑𝑥∫

Ω [1−𝐻𝜀 (𝜙(𝑥))]𝑑𝑥
.

(10)

Lastly, the zero level set can be obtained through iteratively solving 𝜙𝑘+1 = 𝜙𝑘 +Δ𝑡 ·𝜕𝜙/𝜕𝑡. The iteration process
will stop either when the convergence criteria are satisfied or the maximum iteration number is reached.

CVmodel has fair segmentation speed and initialization robustness [42,67]. However, 𝑐1 and 𝑐2 are only related
to the global gray value of the input image. Therefore, the segmentation result will be wrong if the gray values
inside and outside the curve C are different. In other words, this model cannot segment images with intensity
non-uniformity, which limits its application scope.

3.1.3. Region scalable fitting model
RSF model employs Gaussian kernel function to extract image characteristics locally, which can effectively
process images with uneven grayscale. To overcome the drawback of CV model, RSF model [34] is proposed.
The RSF energy function based on local gray values is proposed as

𝜀Fit𝑥 (𝐶, 𝑓1(𝑥), 𝑓2(𝑥)) = 𝜆1

∫
outside (𝐶)

𝐾 (𝑥−𝑦) |𝐼 (𝑦) − 𝑓1(𝑥) |2 𝑑𝑦+𝜆2

∫
inside (𝐶)

𝐾 (𝑥−𝑦) |𝐼 (𝑦) − 𝑓2(𝑥) |2 𝑑𝑦, (11)

where 𝜆1 and 𝜆2 are constant values; 𝑓1(𝑥) and 𝑓2(𝑥) signify local fitting functions outside and inside curve
C; image intensity 𝐼 (𝑦) denotes local region centered at point 𝑥, whose size is controlled by Gaussian kernel
function 𝐾 . In fact, 𝜀Fit𝑥 denotes the weighted average squared error between the fitted values 𝑓1(𝑥) and 𝑓2(𝑥)
and the truth grayscale values. Therefore, given a centroid 𝑥, the fitted energy 𝜀Fit𝑥 is minimized when the
fitted values 𝑓1(𝑥) and 𝑓2(𝑥) are the best approximation of the local image grayscale values on both sides of the
contour C, which means that the contour C is on the target boundary. For all points 𝑥 in the image domain,
the total energy 𝑒𝑅𝑆𝐹 can be computed by integrating

∫
𝜀𝐹𝑖𝑡𝑥 (𝐶, 𝑓1(𝑥), 𝑓2(𝑥)) 𝑑𝑥, which is expressed as follows:

𝑒𝑅𝑆𝐹 (𝜙, 𝑓1(𝑥), 𝑓2(𝑥)) =𝜆1

∫
Ω

(∫
Ω
𝐾𝜎 (𝑥 − 𝑦) |𝐼 (𝑦) − 𝑓1(𝑥) |2 𝐻𝜀 (𝜙(𝑦))𝑑𝑦

)
𝑑𝑥

+ 𝜆2

∫
Ω

(∫
Ω
𝐾𝜎 (𝑥 − 𝑦) |𝐼 (𝑦) − 𝑓2(𝑥) |2 [1 − 𝐻𝜀 (𝜙(𝑦))] 𝑑𝑦

)
𝑑𝑥,

(12)

where 𝐻𝜀 (𝜙(𝑥)) and 𝛿𝜀 (𝜙(𝑥)) are approximated Heaviside and Dirac functions defined in Equation (7) and
Equation (8), respectively. In addition, length constraint term 𝐿 (𝜙) is added to smooth and shorten the contour
C while distance regularization term 𝑃(𝜙) is introduced to maintain the regularity of level set function 𝜙 to
avoid its re-initialization. Therefore, the total energy of RSF model is defined as

𝐹𝑅𝑆𝐹 (𝜙, 𝑓1(𝑥), 𝑓2(𝑥)) = 𝑒𝑅𝑆𝐹 (𝜙, 𝑓1(𝑥), 𝑓2(𝑥)) + 𝑎1𝐿 (𝜙) + 𝑎2𝑃(𝜙), (13)
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where 𝑎1 and 𝑎2 are constant values related to the length constraint term 𝐿 (𝜙) and the distance regularization
term 𝑃(𝜙), respectively, which are defined as

𝐿 (𝜙) =
∫
Ω
𝛿𝜀 (𝜙(𝑦)) |∇𝜙(𝑦) |𝑑𝑥, (14)

𝑃(𝜙) =
∫
Ω 2

1 ( |∇𝜙(𝑦) | − 1)2𝑑𝑥. (15)

Applying the standard gradient descent method [68] to minimize energy 𝐹𝑅𝑆𝐹 . Firstly, fix level set function
𝜙 and minimize energy 𝐹𝑅𝑆𝐹 with respect to 𝑓1(𝑥) and 𝑓2(𝑥) through partial derivative respectively, which
generates following functions as 

𝑓1(𝑥) =
∫
Ω 𝐾𝜎 (𝑥−𝑦) [𝐻𝜀 (𝜙(𝑦))·𝐼 (𝑦)]𝑑𝑦∫

Ω 𝐾𝜎 (𝑥−𝑦)𝐻𝜀 (𝜙(𝑦))𝑑𝑦
,

𝑓2(𝑥) =
∫
Ω 𝐾𝜎 (𝑥−𝑦) [(1−𝐻𝜀 (𝜙(𝑦))·𝐼 (𝑦)]𝑑𝑦∫

Ω 𝐾𝜎 (𝑥−𝑦) [1−𝐻𝜀 (𝜙(𝑦))]𝑑𝑦
.

(16)

Secondly, fix 𝑓1(𝑥) and 𝑓2(𝑥) and minimize energy 𝐹𝑅𝑆𝐹 with respect to level set function 𝜙 through partial
derivative respectively, which generates following gradient flow function as follow:

𝜕𝜙𝑅𝑆𝐹

𝜕𝑡
= −𝛿𝜀 (𝜙) (𝜆1𝑒1 − 𝜆2𝑒2) + 𝑎1𝛿𝜀 (𝜙) div

(
∇𝜙
|∇𝜙 |

)
+ 𝑎2

(
∇2𝜙 − div

(
∇𝜙
|∇𝜙|

))
, (17)

with 𝑒1(𝑥) and 𝑒2(𝑥) being {
𝑒1(𝑥) =

∫
Ω
𝐾𝜎 (𝑦 − 𝑥) |𝐼 (𝑦) − 𝑓1(𝑥) |2 𝑑𝑦,

𝑒2(𝑥) =
∫
Ω
𝐾𝜎 (𝑦 − 𝑥) |𝐼 (𝑦) − 𝑓2(𝑥) |2 𝑑𝑦.

(18)

In Equation (17), 𝑎1, 𝑎2 are positive constants, and the gradient flow is composed of three terms: the first term
−𝛿𝜀 (𝜙) (𝜆1𝑒1 − 𝜆2𝑒2) represents the data-driven term that drives curve C towards target boundary to complete
segmentation; the second term 𝑎1𝛿𝜀 (𝜙) div

(
∇𝜙
|∇𝜙|

)
signifies arc length of the contour C, which is used to smooth

or shorten the length of the contour C; the third term 𝑎2

(
∇2𝜙 − div

(
∇𝜙
|∇𝜙|

))
denotes the regularization term

of level set function, which is utilized to maintain the regularity of level set function.

RSF model sufficiently takes advantage of local image information through Gaussian kernel function, which
enables it to effectively segment images with intensity non-uniformity. However, the incorporated kernel
function only calculates the grayscale values of local image regions, which renders the energy function 𝐹𝑅𝑆𝐹

to easily fall into the local minimum during the process of iteration. Accordingly, this model is very susceptible
to the selection of initial contour. In addition, at least 4 convolutions have been performed to update the 2
fitting functions 𝑓1(𝑥)𝑎𝑛𝑑𝑓2(𝑥) in Equation (16) during each iteration, which leads to inefficient segmentation.

3.1.4. Local image fitting model
To reduce the computation time in RSF model, LIF model [35] is put forward to modify and optimize the
calculation procedure of fitting functions in RSF model, which greatly reduces the number of convolution
operations required to update the fitting functions.

The LIF energy function is constructed to minimize the difference between the fitted image and the actual one,
which is expressed as

𝑒LIF(𝜙) = 1
2

∫
Ω

��𝐼 (𝑦) − 𝐼 𝑓 (𝑥, 𝑦)��2 𝑑𝑥, (19)

where 𝐼 𝑓 (𝑥) is the local fitted image defined as

𝐼 𝑓 (𝑥, 𝑦) = 𝑚1(𝑥)𝐻 (𝜙(𝑦)) + 𝑚2(𝑥)(1 − 𝐻 (𝜙(𝑦))). (20)
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Note that 𝐻𝜀 (𝜙(𝑦)) and 𝛿𝜀 (𝜙(𝑦)) are approximated Heaviside and Dirac functions defined in Equation (7)
and Equation (8), respectively; local fitting functions 𝑚1(𝑥) and 𝑚2(𝑥) are{

𝑚1(𝑥) = mean (𝐼 ∈ ({𝑦 ∈ Ω | 𝜙(𝑦) < 0} ∩Ω𝑘 (𝑥))) ,
𝑚2(𝑥) = mean (𝐼 ∈ ({𝑦 ∈ Ω | 𝜙(𝑦) > 0} ∩Ω𝑘 (𝑥))) ,

(21)

where 𝑥 signifies the center point of initial contour while 𝑦 denotes all point in a specific chosen region; Ω𝑘 (𝑥)
is a truncated Gaussian window 𝐾𝜎 with size (4𝑘 + 1) × (4𝑘 + 1) and standard deviation 𝜎. In fact, 𝑚1(𝑥)
and 𝑚2(𝑥) serves as two local fitting functions outside and inside the contour C. Note that 𝐾𝜎 is a Gaussian
kernel function with size 𝑘 × 𝑘 and standard deviation 𝜎. The parameter 𝜎 is used to control local region
size with respect to image features. Because of the localization property of the Gaussian kernel function, the
contribution of image intensity 𝐼 (𝑦) fades away if the distance between the center point 𝑥 and the point 𝑦
is far. In other words, the image intensity of point y in the vicinity of the center point 𝑥 mainly contributes
to the existence of LIF energy. Therefore, this model is capable of precisely handling images with unevenly
distributed intensity.

Utilizing the steepest descent method [68] to minimize the energy function 𝑒LIF(𝜙) in Equation (19), which
generates the gradient flow equation as follows:

𝜕𝜙𝐿𝐼𝐹

𝜕𝑡
=
(
𝐼 − 𝐼 𝑓 (𝑥)

)
(𝑚1(𝑥) − 𝑚2(𝑥)) 𝛿𝜀 (𝜙), (22)

where 𝑧1, 𝑧2 are positive constants; 𝛿𝜀 (𝜙(𝑥)) are approximated Dirac functions described in Equation (8).

Themain contribution of LIF model is to re-write data-driven term 𝜆1𝑒1−𝜆2𝑒2 in RSFmodel in Equation (17),
which reduces the convolution number of each iteration to update the fitting functions from 4 to 2 to save a
huge amount of computation time.

The LIF model re-writes data-driven term 𝜆1𝑒1 − 𝜆2𝑒2 in RSF model in Equation (17) as follows:

𝜆1𝑒1−𝜆2𝑒2 = (𝜆1 − 𝜆2) 𝐼2(𝑦) [𝐾𝜎 (𝑥) ∗ 1]−2𝐼 (𝑦) [𝐾𝜎 (𝑥) ∗ (𝜆1 𝑓1(𝑥) − 𝜆2 𝑓2(𝑥))]+𝐾𝜎 (𝑥)∗
(
𝜆1 𝑓

2
1 (𝑥) − 𝜆2 𝑓

2
2 (𝑥)

)
,

(23)
with 𝑒1(𝑥) and 𝑒2(𝑥)

𝑒1(𝑥) =
∫
Ω
𝐾𝜎 (𝑦 − 𝑥) |𝐼 (𝑦) − 𝑓1(𝑥) |2 d𝑦 = 𝐼2(𝑦) [𝐾𝜎 (𝑥) ∗ 1] − 2𝐼 (𝑦) [𝐾𝜎 (𝑥) ∗ 𝑓1(𝑥)] + 𝐾𝜎 (𝑥) ∗ 𝑓 2

1 (𝑥), (24)

𝑒2(𝑥) =
∫
Ω
𝐾𝜎 (𝑦 − 𝑥) |𝐼 (𝑦) − 𝑓2(𝑥) |2 d𝑦 = 𝐼2(𝑦) [𝐾𝜎 (𝑥) ∗ 1] − 2𝐼 (𝑦) [𝐾𝜎 (𝑥) ∗ 𝑓2(𝑥)] + 𝐾𝜎 (𝑥) ∗ 𝑓 2

2 (𝑥). (25)

In Equation (23), the first convolution term 𝐾𝜎 (𝑥) ∗ 1 only needs to be calculated once before iteration begins.
Note that 1 is a matrix full of ones, and 𝐾𝜎 (𝑥) ∗1 =

∫
𝐾𝜎 (𝑦−𝑥)𝑑𝑦, which equals to constant 1 anywhere but the

edge of the image region Ω. Therefore, there are only two convolution terms left 𝐾𝜎 (𝑥) ∗ (𝜆1 𝑓1(𝑥) − 𝜆2 𝑓2(𝑥))
and 𝐾𝜎 (𝑥) ∗

(
𝜆1 𝑓

2
1 (𝑥) − 𝜆2 𝑓

2
2 (𝑥)

)
to be calculated in each convolution.

Compared with RSFmodel, although LIFmodel does not contain length constraint and distance regularization
terms, it utilizes Gaussian filtering to smooth the curve 𝐶 as well as regularize the level set function, which
reduces the possibility of the occurrence of local minima. In addition, there are only 2 convolutions to update
fitting functions in Equation (23) in LIF model during each iteration instead of 4 convolution to update fitting
functions in Equation (16) in RSF model, which saves a great amount of computation time. However, the
incorporated Gaussian kernel function also only computes the grayscale values of local image area, which also
makes it easy to get stuck at a local minimum. That is to say, this the model maintains sensitivity to different
initial contours.

http://dx.doi.org/10.20517/ir.2023.02


Chen et al. Intell Robot 2023;3(1):23-55 I http://dx.doi.org/10.20517/ir.2023.02 Page 33

3.2. Edge-based ACMs
3.2.1. Geodesic active contour model
GAC model [28] constructively integrates the concept of edge indicator function into energy function, which
can flexibly deal with topology changes and guide the contour line to converge at the target boundary.

GAC energy function [28] based on edge indicator function is defined as

𝑒(𝐶) =
∫ 1

0
(𝑒int (𝐶′(𝑞) + 𝑒ext (𝐶 (𝑞))) 𝑑𝑞, (26)

where 𝑒int is length constraint term and 𝑒ext is area term that are defined respectively as

𝑒int (𝐶′(𝑞)) = 𝛼1 |𝐶′(𝑞) |2 , (27)

𝑒ext (𝐶 (𝑞)) = 𝛾1𝑔𝛽 (𝐼) |∇𝐼 (𝐶 (𝑞)) |2 . (28)

Note that 𝛼1 and 𝛾1 are constant values; 𝑔𝛽 is the edge indicator defined as

𝑔𝛽 (𝐼) =
1

1 + |∇ (𝐾𝜎 ∗ 𝐼) |2
, (29)

where 𝐾𝜎 is the Gaussian kernel function with standard deviation 𝜎. Utilizing the standard gradient method
to minimize energy function in Equation (26), which generates gradient flow function as

𝜕𝜙

𝜕𝑡
= 𝛼1 |∇𝜙| div

(
𝑔𝛽

∇𝜙
|∇𝜙|

)
+ 𝛾1𝑔𝛽 (𝐼) |∇𝜙|. (30)

GACmodel obtains a closed curve (the zero level set) by continuously updating level set function under certain
rules, which can flexibly handles changes in curve topology. However, this model cannot realize adaptive
segmentation and requires human intervention. Specifically, the sign and magnitude of evolution speed need
to be determinedmanually with respect to the location of initial contour (inside or outside the target boundary),
which leads to the issue of repetitive re-initialization of level set function during iteration process and possible
boundary leaking. In addition, this model highly depends on the boundary gradient as well as initial position,
which means that only those boundary pixels with relatively strong great gradient changes are likely to be
detected.

3.2.2. Distance regularized level set evolution model
To solve the problem of repetitive re-initialization of level set function in GAC model, DRLSE model [31] in-
corporates a distance regularization term into the classic ACM to calibrate the deviation between the level set
function and the standard symbolic distance function (SDF) in the curve evolution process, so that the level
set function can maintain its internal stability, and finally avoids the problem of continuous re-initialization
in the curve evolution process.

DRLSE energy function is described as

𝐸𝐷𝑅𝐿𝑆𝐸 (𝜙) = 𝜇1

∫
Ω
𝑝2(|∇𝜙|)𝑑𝑥 + 𝜇2

∫
Ω
𝑔𝛽𝛿𝜀 (𝜙) |∇𝜙 |𝑑𝑥 + 𝜇3

∫
Ω
𝑔𝛽𝐻𝜀 (−𝜙)𝑑𝑥, (31)

where 𝜇1, 𝜇2, 𝜇3 are constant values; ∇ denotes gradient operator; 𝜙 is the level set function; 𝑔𝛽 is the edge
indicator function defined in Equation (29); 𝐻𝜀 (𝑥) and 𝛿𝜀 (𝑥) are regularized Heaviside and Dirac functions
denoted in Equation (7) and Equation (8), respectively; and the double well potential function 𝑝(𝑠) and its
associated derivative 𝑝′2(𝑠) are defined as follows respectively:

𝑝2(𝑠) =
{

1
(2𝜋)2 (1 − cos(2𝜋𝑠)), 𝑠 ≤ 1,
1
2 (𝑠 − 1)2, 𝑠 ≥ 1,

(32)
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𝑝′2(𝑠) =
{

1
2𝜋 sin(2𝜋𝑠), 𝑠 ≤ 1,
𝑠 − 1, 𝑠 ≥ 1.

(33)

Employing the steepest gradient descent method to minimize energy function in Equation (31), which obtains
the following gradient descent flow equation as

𝜕𝜙

𝜕𝑡
= 𝜇1 div

(
𝑑𝑝2 ( |∇𝜙|)∇𝜙

)
+ 𝜇2𝛿𝜀 (𝜙) div

(
𝑔
∇𝜙
|∇𝜙 |

)
+ 𝜇3𝑔𝛿𝜀 (𝜙), (34)

where div(𝑠) denotes vector divergence; the evolution speed function 𝑑𝑝2 (𝑠) is defined as

𝑑𝑝2 (𝑠) =
𝑝′2(𝑠)
𝑠

=

{
1

2𝜋𝑠 sin(2𝜋𝑠), 𝑠 ≤ 1,
1 − 1

𝑠 , 𝑠 ≥ 1.
(35)

DRLSEmodel incorporates the distance rule function to solve the deviation between the level set function and
the singed distance function, which means that the level set function no longer requires the re-initialization
operation in the iterative process. However, this model has several drawbacks, as follows:

• The area term utilized to facilitate the evolution speed of the zero level set is a single value (positive or
negative), which can be only chosen either from positive to zero or negative to zero during the process
of energy minimization. In a word, this model has no self-adjustment ability and cannot realize adaptive
segmentation.

• The area and length terms are highly dependent on the edge indicator function that is constructed by the
gradient of the input image. The edge indicator function will be almost zero if the gradient is big, which
renders the target boundary after Gaussian filtering blurry and wider. In this case, the target boundaries
may be interconnected due to Gaussian smoothing when the distance between targets is very close, which
results in segmentation failure.

• The constant 𝜇3 must be set manually, which has a great influence on the segmentation results. the The
evolution speed will be slowed down if 𝜇3 is chosen too small, and the evolution speed will be too large that
the target boundary leaks if 𝜇3 is set too big.

• The evolution speed function 𝑑𝑝2 (𝑠) has a maximum value of 1 when 𝑠 = 0, which renders the evolution
curve evolve so quickly that it may intrude into the target. In addition, the evolution speed function 𝑑𝑝2 (𝑠)
has a small slope when 𝑠 = 1, which leads to slow evolution speed.

3.2.3. Adaptive level set evolution model
To solve the issue of unidirectionalmotion of area term inDRLSEmodel, ALSEmodel [69] adds an adaptive sign
variable parameter to the area term of the energy function, so that the evolution curve can iterate according
to the current position and choose the direction independently. Its corresponding gradient flow function is
defined as

𝜕𝜙𝐴𝐿𝑆𝐸

𝜕𝑡
= 𝜇

(
Δ𝜙 − div

(
∇𝜙
|∇𝜙|

))
+ 𝜆𝑔𝑑𝑖𝑣

(
∇𝜙
|∇𝜙 |

)
𝛿(𝜙) + 𝑣 (𝐼, 𝑐3, 𝑐4) 𝑔𝛿(𝜙), (36)

where 𝜇 and 𝜆 are constants; div(𝑠) signifies the divergence of vector; the edge indicator function 𝑔 is denoted
as

𝑔(𝐼) = exp
(
− |∇𝐼𝜎 |

𝑘3

)
, (37)

where 𝑘3 is a positive constant used to control the slope of edge indicator function, and the area term
𝑣 (𝐼, 𝑐3, 𝑐4) 𝑔𝛿𝜀 (𝜙) is defined as

𝑣 (𝐼, 𝑐3, 𝑐4) = 𝛼 sign
(
𝐼 (𝑥, 𝑦) − 𝑐3 + 𝑐4

2

)
, (38)

with 
𝑐3 =

∫
Ω 𝐼 (𝑥,𝑦)𝐻𝜀 (−𝜙)d𝑥 d𝑦∫

Ω 𝐻𝜀 (−𝜙)d𝑥 d𝑦 ,

𝑐4 =
∫
Ω 𝐼 (𝑥,𝑦)𝐻𝜀 (𝜙)d𝑥 d𝑦∫

Ω 𝐻𝜀 (𝜙)d𝑥 d𝑦 .
(39)
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In Equation (36), the gradient flow function is composed of three parts: the first part 𝜇
(
Δ𝜙 − div

(
∇𝜙
|∇𝜙 |

))
based

on the distance rule term is used to reduce the error between the level set function and the signed distance
function, which gets rid of re-initialization during the process of iteration; the second part 𝜆𝑔𝑑𝑖𝑣

(
∇𝜙
|∇𝜙|

)
𝛿(𝜙)

is the length constraint term that is utilized to enhance the effect of shortening and smoothing the zero-level
contour, which effectively maintains the regularity of the evolution curve; the third part 𝑣 (𝐼, 𝑐3, 𝑐4) 𝑔𝛿(𝜙)
is the area term with variable coefficients, which is used to adjust the magnitude and direction of evolution
contour line.

Compared with DRLSE model, this model introduces the weighted coefficient 𝑣 (𝐼, 𝑐3, 𝑐4) in Equation (38) to
substitute constant value 𝜇3 in area term in Equation (34). The direction of this sign function 𝑣 (𝐼, 𝑐3, 𝑐4) is
determined by the mean difference between 𝐼 (𝑥, 𝑦) and the mean values of the images outside and inside the
contour line. Therefore, the gradient flow function can adjust the direction of evolutionmotion with respect to
the image grayscale information inside and outside the initial contour, which solves the issue of unidirectional
motion of the zero level set in DRLSE model and improves the robustness of the initial contour. However, the
issues such as the tendency to fall into false boundaryboundaries, leaking fromweak edges, and poor anti-noise
ability remain unsolved.

3.2.4. Fuzzy c-means model
To realize bidirectional motion of zero level set to accomplish adaptive segmentation, FCMmodel [41] links op-
timized FCM algorithm that calculates local image intensity with optimized adaptive functions, which resolves
the issues of leaking from vulnerable boundary and slow computation process.

FCM energy function is constructed as

𝐸𝐹𝐶𝑀 (𝜙) =𝑘1𝑅𝑝𝑤 (𝜙) + 𝑘2𝐿𝑔𝛽1
(𝜙) + 𝜑

(
𝐼𝜎1 , 𝐶1, 𝐶2

)
𝐴𝑔𝛽1

(𝜙)

=𝑘1

∫
Ω
𝑝𝑤 ( |∇𝜙|)𝑑𝑥 + 𝑘2

∫
Ω
𝑔𝛽1𝛿𝜀 (𝜙) |∇𝜙|𝑑𝑥 + 𝜑

(
𝐼𝜎1 , 𝐶1, 𝐶2

) ∫
Ω
𝑔𝛽1𝐻𝜀 (−𝜙)𝑑𝑥,

(40)

where 𝑘1 and 𝑘2 are positive constants; 𝜙 is the level set function; 𝐼𝜎1 is the image vector after Gaussian filtering;
𝐶1, 𝐶2 denotes the FCM energy; 𝐻𝜀 (𝑥) and 𝛿𝜀 (𝑥) are regularized Heaviside and Dirac functions denoted in
Eq. 7 and Eq. 8, respectively; the adaptive edge indicator function 𝑔𝛽1 (𝐼) is described as

𝑔𝛽1 (𝐼) =
1

1 +
��∇𝐼𝜎1

��2 /𝛽2
1

, (41)

with

𝛽1(𝐼) =
1 +

√
𝑆
(
𝐼𝜎1

)
3

, (42)

where 𝑆 denotes standard deviation value of image afterGaussian filtering, the adaptive sign function 𝜑
(
𝐼𝜎1 , 𝐶1, 𝐶2

)
in the area term is defined as

𝜑
(
𝐼𝜎1 , 𝐶1, 𝐶2

)
= 𝜂 arctan

[(
𝐼𝜎1 −

𝐶1 + 𝐶2

2

)
/𝜏

]
. (43)

In Equation (43), 𝜂 and 𝜏 are positive constant values; 𝐼𝜎1 = 𝐺𝜎 ∗ 𝐼 ; the two clustering results 𝐶1, 𝐶2 are
obtained through the cluster centroids 𝑐 𝑗 ,1 and membership function 𝜇 𝑗 (𝑥𝑖), which are described respectively
as follows:

𝑐 𝑗 ,1 =

∑𝑛×(2𝜔+1)2
𝑖=1

[
𝜇 𝑗 (𝑥𝑖)

]𝛼
𝑥𝑖∑𝑛×(2𝜔+1)2

𝑖=1
[
𝜇 𝑗 (𝑥𝑖)

]𝛼 , (44)
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𝜇 𝑗 (𝑥𝑖) =
∑𝑘
𝑠=1

��𝑥𝑖 − 𝑐 𝑗 ,1�� −2
𝛼−1∑𝑘

𝑠=1
��𝑥𝑖 − 𝑐𝑠,1�� −2

𝛼−1
, (45)

where image size of 𝐼 (𝑥) is 𝑚 × 𝑛; 𝑥𝑖 signifies ith pixel in the first row of image region; the weighted ratio 𝛼
equals to 2; 𝑛 × (2𝜔 + 1)2 is the total number of elements in particular sample; (2𝜔 + 1)2 signifies the width of
square frame. In FCM model, the cluster number 𝑘 equals to 2, and 𝐶1 = 𝑐1,1 and 𝐶2 = 𝑐2,1.

For the purpose of maintaining evolution stability, the potential function 𝑝𝑤 (𝑠) and its corresponding 𝑝𝑤′(𝑠)
are denoted respectively as follows:

𝑝𝑤 (𝑠) =
1
2
𝑠2 + 𝑤

2
exp

[
−
(
𝑠 − 0.75
𝑤

)2
]
+ 0.375

√
𝜋 erf

(
𝑠 − 0.75
𝑤

)
, (46)

𝑝𝑤
′(𝑠) = 4

3
𝑠

{
0.75 − exp

[
− (𝑠 − 0.75)2

𝑤2

]}
, (47)

where erf(·) denotes the Gaussian error function; 𝑤 is equal to 0.465; the evolution speed function 𝑑𝑝𝑤 (𝑠) is
denoted as

𝑑𝑝𝑤 (𝑠) =
𝑝𝑤

′(𝑠)
𝑠

=
4
3

{
0.75 − exp

[
− (𝑠 − 0.75)2

𝑤2

]}
. (48)

The evolution speed function 𝑑𝑝𝑤 (𝑠) in Equation (48) is inspired by evolution speed functions 𝑑𝑝2 (𝑠) in Equa-
tion (35). In DRLSE model [31], the evolution speed functions 𝑑𝑝2 (𝑠) in Equation (35) has a slow final conver-
gence speed due to a small slope at one well potential |∇𝜙| = 1 as shown in Figure 2. Note that the one well
potential is defined at |∇𝜙| = 1 by convention [31]. The motivation of 𝑑𝑝𝑤 (𝑠) is to raise the slope at one well
potential |∇𝜙| = 1 to solve the issue of slow convergence speed of 𝑑𝑝2 (𝑠) in Equation (35), which also increases
the sensitivity of distance regularized term 𝑘1

∫
Ω
𝑝𝑤 ( |∇𝜙|)𝑑𝑥 in Equation (40).

Applying the gradient descentmethod tominimize energy function in Equation (40), which obtains the flowing
gradient descent flow equation as follows:

𝜕𝜙𝐹𝐶𝑀

𝜕𝑡
= −𝜕𝐸

𝐹𝐶𝑀 (𝜙)
𝜕𝜙

= 𝑘1 div
(
𝑑𝑝𝑤 (|∇𝜙|)∇𝜙

)
+ 𝑘2𝛿𝜀 (𝜙) div

(
𝑔𝛽1

∇𝜙
|∇𝜙 |

)
+ 𝜑

(
𝐼𝜎1 , 𝐶1, 𝐶2

)
𝑔𝛽1𝛿𝜀 (𝜙). (49)

In Equation (49), the gradient descent flow function is mainly made up of two components. The first compo-
nent is the internal energy part that contains distance regularized term (𝑘1 div

(
𝑑𝑝𝑤 ( |∇𝜙 |)∇𝜙

)
), which offsets

the deviation between the sign distance function (SDF) and level set function to resolve the problem of re-
peated initialization during the process of evolution. The second component is the external energy part that
consists of length constraint part (𝑘2𝛿𝜀 (𝜙) div

(
𝑔𝛽1

∇𝜙
|∇𝜙|

)
) and area part (𝜑

(
𝐼𝜎1 , 𝐶1, 𝐶2

)
𝑔𝛽1𝛿𝜀 (𝜙)). The length

constraint term is utilized to guide the zero level to evolve towards target boundary as well as control contour
length due to the effect of the adaptive edge indicator function 𝑔𝛽1 . The area term is used to adjust contour ve-
locity through the effect of adaptive sign function 𝜑

(
𝐼𝜎1 , 𝐶1, 𝐶2

)
, which achieves bidirectional evolution with

respect to image grayscale value.

To better understand the working mechanism of FCM model, the corresponding flow chart is illustrated in
Figure 1. Note that the convergence criterion is set as | (𝑆𝑖+5 − 𝑆𝑖) /𝑆 | < 10−5, and 𝑆 signifies the entire area of
input image.

FCM model is characterized by pre-fitting the fuzzy two centroids inside and outside the contour line using
the local area-based fuzzy C-mean clustering principle before iteration to construct an adaptive edge indicator
function, which solves the one-way motion problem of the edge level set model. However, FCM algorithm
applied in this model is unoptimized and complex, which results in relatively long segmentation time. In
addition, segmentation may fail in the forms of falling into false boundaryboundaries, if FCM algorithm has
poor performance.
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Figure 1. The flow chart of FCMmodel.

3.3. Hybrid ACMs
3.3.1. Optimized local pre-fitting image model
To achieve better segmentation accuracy and reduce computation cost, OLPFI model [70] is proposed to as-
sociate region-based attributes and edge-based attributes through mean local pre-fitting functions, which is
capable of effectively segments segmenting images with uneven intensity and noise disturbance.

OLPFI energy function is defined as

𝑒OLPFI (𝜙(𝑥)) = 𝐴

2

∫
Ω

∫
Ω
𝐾𝜎 (𝑦 − 𝑥)

��𝐼 (𝑥) − 𝑓 𝐿𝑃𝐹𝐼 (𝑥, 𝜙(𝑥))
��2 𝑔𝑒 (𝑥)𝑑𝑥𝑑𝑦. (50)

Note that 𝐴 is a positive variable used to manually adjust segmentation speed according to the target size; 𝐾𝜎
is the Gaussian kernel function with standard deviation 𝜎; the edge indicator function 𝑔𝑒 (x) is defined as

𝑔𝑒 (𝑥) = 1 − 2
𝜋

arctan
(
|∇ (𝐼 ∗ 𝐾𝜎) |2 /𝜏

)
, (51)

where 𝜙 is the level set function; 𝜏 = std 2(𝐼 (𝑥)) is the standard deviation of the image in the matrix form.

There are 4 variables 𝐴, 𝜎, 𝑤, 𝑘 to be manually calibrated to meet the ideal segmentation results. Specifically,
variable 𝐴 is used to adjust segmentation speed according to target size to prevent issues of under- segmenta-
tion or over- segmentation; variable 𝜎 in Gaussian kernel function 𝐾𝜎 is properly adjusted to collect image
information locally with respect to object size to prevent issues of under- segmentation or over- segmentation;
variable 𝑘 is themagnitude of average filter, which is appropriately calibrated to filter out irrelevant information
and obtain a smoothed final contour; variable 𝑤 is the size of small local region, which should be increased or
decreased properly to entirely cover targets in the input image. In addition, variable 𝑤 should be increased to
filter out noise and unrelated pixel information while segmenting images with strong noise disturbance.
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In Equation (50), the local pre-fitted image (LPFI) function is defined as

𝑓 𝐿𝑃𝐹𝐼 (𝑥, 𝜙(𝑥)) = 𝐿1(𝑥)𝐻𝜀 (𝜙(𝑥)) + 𝐿2(𝑥) (1 − 𝐻𝜀 (𝜙(𝑥))) , (52)

with 𝐿1(𝑥) and 𝐿2(𝑥) {
𝐿1(𝑥) = min [𝐼 (𝑦) | 𝑦 ∈ Ω𝑥] ,
𝐿2(𝑥) = max [𝐼 (𝑦) | 𝑦 ∈ Ω𝑥] ,

(53)

whereΩ𝑥 denotes a small rectangular local area with size (2𝑤+1)2 at center point x; 𝐼 (y) denotes the gray values
of all points y in Ω𝑥 ; these two pre-fitting functions 𝐿1(𝑥), 𝐿2(𝑥) of OLPFI model are inspired by local fitting
function 𝑚1(𝑥), 𝑚2(𝑥) of LIF model in Equation (21). Specifically, 𝑚1(𝑥), 𝑚2(𝑥) in Equation (21) have to be
computed for curve evolution during each iteration, which means that n iterations will calculate 𝑚1(𝑥), 𝑚2(𝑥)
n times. Therefore, LIF model has slow segmentation speed and heavy computation cost due to unoptimized
fitting functions 𝑚1(𝑥), 𝑚2(𝑥). To address this issue, pre-fitting functions 𝐿1(𝑥), 𝐿2(𝑥) in in Equation (53)
quickly pre-calculates the foreground and background of the input image ahead of iteration process and are
independent of iteration process, which saves a great amount of computation time and confers much faster
segmentation speed than LIF model. Utilizing the standard descent method to minimize the energy function
in Equation (50), which obtains the following gradient descent flow function as follows:

𝜕𝜙

𝜕t
= −𝜕𝐸

𝑂𝐿𝑃𝐹𝐼

𝜕𝜙
= −𝐴𝛿𝜀 (𝜙) · (𝐿1 − 𝐿2) · 𝑔𝑒 (𝑥)

∫
Ω
𝐾𝜎 (𝑦 − 𝑥)

(
𝐼 − 𝑓 𝐿𝑃𝐹𝐼

)
𝑑𝑦. (54)

Note that the globalminimizer can be computed point by point by simply solving 𝜙(𝑥) := argmin
𝜓∈R

��𝐼 (𝑥) − 𝑓 𝐿𝑃𝐹𝐼 (𝑥, 𝜓)
��.

However, to follow up the convention, the method of partial derivative equation (PDE) is applied to conduct
the optimization process. The PDE approach also provides an opportunity to regularize the level set function
at each time step as described in Equation (58), which improves the segmentation performance.

In order to improve segmentation performance, Equation (54) is rewritten as

𝜕𝜙𝑂𝐿𝑃𝐹𝐼

𝜕t
= −𝐴𝛿𝜀 (𝜙) · esign( ℎ(𝑥)

𝜏
· g𝑒 (𝑥)), (55)

where esign (·) and ℎ(𝑥) respectively defined as

esign(𝑥) = sign(𝑥)
(
1 − 𝑒−𝑥2

)
, (56)

ℎ(𝑥) = (𝐿1 − 𝐿2) [𝐼 (𝐾𝜎 ∗ 1) − 𝐾𝜎 ∗ ((𝐿1 − 𝐿2) 𝐻𝜀 (𝜙)) − 𝐾𝜎 ∗ 𝐿2] . (57)

In order to effectively regularize the level set function and smooth evolution curve, a regularization function
𝜙𝑅 and a length constraint function 𝜙𝐿 are respectively defined as

𝜙𝑅 = esign
(
8 · 𝜙𝑖+1

)
,

𝜙𝐿 = mean (𝜙𝑅 (𝑦) | 𝑦 ∈ Ωx) ,
(58)

where the regularization function 𝜙𝑅 is used to regularize the level set function 𝜙 to generate a more stable
evolution environment; length constraint function 𝜙𝐿 is utilized to get rid of unrelated curves as well as shorten
and smooth evolution curves through an average filter with size 𝑘 × 𝑘 .

In Equation (58) 𝜙𝑖+1 is the level set function 𝜙 at (i+1)-th iteration, which follows level set evolution function
defined as

𝜙𝑖+1 = 𝜙𝑖 + Δ𝑡 · 𝜕𝜙
𝑂𝐿𝑃𝐹𝐼

𝜕𝑡
, (59)
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where Δ𝑡 is time interval; 𝜙𝑖 is the level set function 𝜙 at i-th iteration; 𝜕𝜙𝑂𝐿𝑃𝐹𝐼/𝜕𝑡 is defined in Equation (55).
OLPFI model combines local pre-fitting image functions based on mean intensity and edge indicator function
to segment images with uneven intensity and noise interference, which achieves relatively high segmentation
accuracy. The pre-fitting function pre-computes local image intensity ahead of iteration, which achieves fast
image segmentation and greatly reduces the computation cost. However, the issue of under- segmentation
may take place when segmenting images with noise interference due to the traditional Euclidean distance. In
addition, boundary leaking may sometimes occur in the form of broken curves when segmenting images with
large objects.

3.3.2. Pre-fitting energy model
To obtain better segmentation precision and decrease CPU elapsed time, PFE model [49] combines median
pre-fitting functions with optimized adaptive functions, which solves the issue of unidirectional motion of
evolution curve and hugely decreases computation cost.

PFE energy function is constructed as

𝐸𝑃𝐹𝐸 (𝜙) =𝑛1𝑅𝑝3 (𝜙) + 𝑛2𝐿𝑔𝑚 (𝜙) + 𝜑1 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠) 𝐴𝑔𝑚 (𝜙)

=𝑛1

∫
Ω
𝑝3(|∇𝜙|)𝑑𝑥 + 𝑛2

∫
Ω
𝑔𝑚𝛿𝜀 (𝜙) |∇𝜙|𝑑𝑥 + 𝜑1 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠)

∫
Ω
𝑔𝛽𝑚𝐻𝜀 (−𝜙)𝑑𝑥,

(60)

where 𝑛1, 𝑛2, 𝑛3 are positive constants; 𝜙 is the level set function; 𝐼𝜎 is the image after Gaussian filtering;
𝐻𝜀 (𝜙(𝑥)) and 𝛿𝜀 (𝜙(𝑥)) are approximated Heaviside and Dirac functions defined in Equation (7) and Equation
(8) respectively; 𝜑1 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠) denotes the adaptive sign function 𝜑 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠) that is descried as

𝜑 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠) = 𝑛3 arctan
[(
𝐼𝜎 − 𝑐𝑙 + 𝑐𝑠

2

)
/𝜏

]
. (61)

Note that 𝜏 = std 2(𝐼 (x)) is the standard deviation of the image in the matrix form; the adaptive edge indicator
function 𝑔𝑚 (𝐼) is

𝑔𝑚 (𝐼) = 1 − tanh
|∇𝐾𝜎 ∗ 𝐼 |2

𝑚
, (62)

𝑚(𝐼) = 2𝑆 (𝐼𝜎) , (63)

with 𝑆 denoting the standard deviation of image after Gaussian filtering; 𝐼𝜎 = 𝐾𝜎 ∗ 𝐼 is the image after Gaussian
filtering, and 𝐾𝜎 is a Gaussian filtering template with standard deviation 𝜎; two pre-fitting functions 𝑐𝑙 ,𝑐𝑠 are
defined as 

𝑓median (x) = median (𝐼 (y) | y ∈ Ωx) ,
𝑐𝑙 (x) = mean (𝐼 (y) | y ∈ Ω𝑙) ,
𝑐𝑠 (x) = mean (𝐼 (y) | y ∈ Ω𝑠) ,

(64)

where 𝑓median denotes the median intensity in a local area Ωx centered at point x with radius w; 𝑐𝑙 and 𝑐𝑠 are
average intensities inΩ𝑙 andΩ𝑠, respectively; 𝐼 (y) signifies a local area at center point y; parameter x denotes
the center point of initial contour. As known that the fitting functions of RSFmodel in Equation (16) are unop-
timized and complex, which results in huge computation costs and low segmentation efficiency. To solve this
drawback, these pre-fitting functions of PFE model in Equation (64) quickly fit out the foreground and back-
ground before iteration process takes place and are independent of it, which dramatically saves computation
cost and increases segmentation efficiency.

In Equation (64), Ω𝑙 and Ω𝑠 are respectively defined as follows:{
Ω𝑙 = {y | (𝐼 (y) > 𝑓median (x)} ∩Ωx,
Ω𝑠 = {y | (𝐼 (y) < 𝑓median (x)} ∩Ωx.

(65)
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Note that Ω𝑙 is the local region inside Ωx, where the image intensities are all bigger than 𝑓median in Ωx; Ω𝑠 is
the local region inside Ωx, where the image intensities are all less than 𝑓median in Ωx.

The single potential function 𝑝3(𝑠) and its corresponding evolution speed function 𝑑𝑝3 (𝑠) are constructed as

𝑝3(𝑠) =


1
3 𝑠

3 + 1
𝜋3 sin(𝜋(𝑠 − 1)) − 𝑠

𝜋2 cos(𝜋(𝑠 − 1)),
− 1

2 𝑠
2 + 1

6 + 1
𝜋2 , 𝑠 ∈ [0, 1],

1
2 𝑠

2 − arctan
(
𝑠2
)
− 1

2 + 𝜋
4 , 𝑠 ∈ [1, +∞),

(66)

𝑑𝑝3 (𝑠) =
𝑝′3(𝑠)
𝑠

=

{
𝑠 + 1

𝜋 sin(𝜋(𝑠 − 1)) − 1, 𝑠 ∈ [0, 1],
1 − 2

1+𝑠4 , 𝑠 ∈ (1,∞). (67)

The evolution speed function 𝑑𝑝3 (𝑠) in Equation (67) is inspired by evolution speed functions 𝑑𝑝2 (𝑠) of DRLSE
model in Equation (35), 𝑑𝑝𝑤 (𝑠) of FCMmodel in Equation (48). In order to visualize these complex evolution
speed functions and explain the differences among them, all three evolution speed functions 𝑑𝑝2 (𝑠) , 𝑑𝑝𝑤 (𝑠) ,
𝑑𝑝3 (𝑠) are plotted in Figure 2. In this figure, the evolution speed functions 𝑑𝑝2 (𝑠) , 𝑑𝑝𝑤 (𝑠) achieve the maximum
value of 1 at zero well potential (|∇𝜙| = 0), which causes the evolution speed of 𝑑𝑝2 (𝑠) , 𝑑𝑝𝑤 (𝑠) to be too fast,
and the evolution curve may invade inside target interior. On the contrary, the evolution speed function
𝑑𝑝3 (𝑠) obtains the minimum value of −1, which decelerates evolution speed to achieve stable evolution and
avoid wrong segmentation. In addition, the evolution speed function 𝑑𝑝3 (𝑠) has the steepest slope at one well
potential (|∇𝜙| = 1) among all three evolution speed functions 𝑑𝑝2 (𝑠) , 𝑑𝑝𝑤 (𝑠) , 𝑑𝑝3 (𝑠) , whichmeans the evolution
speed function 𝑑𝑝3 (𝑠) facilitates the convergence process in a faster speed than 𝑑𝑝2 (𝑠) , 𝑑𝑝𝑤 (𝑠) as well as enables
the distance regularization term more sensitive.

Applying the steepest descent approach to minimize the energy function in Equation (60), which achieves the
following gradient descent flow function as

𝜕𝜙

𝜕𝑡
= −𝜕𝐸

𝑃𝐹𝐸 (𝜙)
𝜕𝜙

= 𝑛1 div
(
𝑑𝑝3 (|∇𝜙|)∇𝜙

)
+ 𝑛2𝛿𝜀 (𝜙) div

(
𝑔𝑚

∇𝜙
|∇𝜙 |

)
+ 𝜑1 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠) 𝑔𝑚𝛿𝜀 (𝜙). (68)

In Equation (68), the gradient descent flow function consists of three parts. The first part denotes internal
energy (𝑛1 div

(
𝑑𝑝3 (|∇𝜙|)∇𝜙

)
) on the basis of distance regularized term, which is used to minimize the dif-

ference between level set function and sign distance function to solve the issue of repeated re-initialization
during iteration process. The second part signifies external energy on the foundation of length constraint part
(𝑛2𝛿𝜀 (𝜙) div

(
𝑔𝑚

∇𝜙
|∇𝜙|

)
) and area part (𝜑1 (𝐼𝜎 , 𝑐𝑙 , 𝑐𝑠) 𝑔𝑚𝛿𝜀 (𝜙)). Specifically, the length constraint part guides

the contour line to evolve towards the target boundary due to the effect of adaptive edge indicator function as
well and adjusts the length of contour line. The area part controls the velocity of contour line with respect to
image gray-scale information due to the effect of adaptive sign function.

PFE model combines energy function based on median pre-fitting functions with adaptive functions, which
realizes and accelerates the bidirectional evolution of contour line and reduces the probability of edge leakage.
In addition, this model is able to effectively handle images with uneven intensity. However, the issues of falling
into false boundary boundaries and insufficient segmentation at the boundary edge may sometimes happen
while segmenting images with a large target.

4. EXPERIMENTAL RESULTS
Different kinds of ACMs have been reviewed in Section 3 and Section 4, and 12 representative of those mod-
els (BC [32], RSF [34], LIF [35], LPF [48], RSF&LoG [39], OLPFI [70], PBC [57], LPF&FCM [41], LGJD [58], ABC [56],
PFE [47], APFJD [49]) are selected to conduct comparison experiment to segment various images including syn-
thetic images, medical images, and natural images and compare their segmentation results (The CPU running
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Figure 2. Contrast of DRLSE, FCM, PFE models on evolution speed equations 𝑑𝑝2 (𝑠) , 𝑑𝑝𝑤 (𝑠) , 𝑑𝑝3 (𝑠) .

time 𝑇 , iteration number 𝑁 , IOU, and DSC). All the models wereas programmed utilizing MATLAB 2021a
and run ran on an AMD Ryzen7 5800H 3.2GHz CPU, 16G RAM, a NVIDIA GeForce RTX 3060 6G GPU, and
64 bit Windows 11 operating system. To explain the time consumed by convolution operation, using APFJD
model on image (a) in Figure 4, the CPU running time𝑇 is 1.528 seconds, and the computation of convolutions
accounts for 70% of that time. The relevant codes are available on the website https://github.com/sdjswgr.

Common evaluation criteria for assessing different segmentation approaches are segmentation time and seg-
mentation quality. The authors evaluate segmentation time through the CPU running time 𝑇 and iteration
number 𝑁 . The smaller their values, the less segmentation time and better segmentation efficiency will be. In
addition, the segmentation quality of segmented image is measured through Intersection over union (IOU),
which is described as

IOU =
𝐴1 ∩ 𝐴𝐺1
𝐴1 ∪ 𝐴𝐺1

. (69)

Note that 𝐴1 signifies the foreground region of the segmented image while 𝐴𝐺1 denotes the foreground region
of the ground-truth image. The IOU value is used to measure the similarity between the foreground region of
segmented image and ground-truth image to evaluate the segmentation quality. The range of this coefficient
is bounded in [0, 1], and the closer it is to 1, the better segmentation quality it is.

4.1. Dataset characteristic
All images utilized in this paper are downloaded from a public open source image library called Berkeley
segmentation data set and Benchmarks 500 (BSDS500), which can be reached on the website https://www2
.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/ for more details. Specifically, for medical images (a-h)
in Figure 4, images (a-b) are blood capillaries, image (c) is CT of bone, images (d) is bacteria embryo, image
(e) is kidney, image (f) is the internal structure of the brain, and images (g-h) are B-ultrasound of uterus. For
natural images (a-h) in Figure 5, image (a) is a piece of maple leaf, image (b) is a shell, image (c) is a starfish,
image (d) is a polar bear, image (e) is a bradypod, image (f) is a stone bench, image (g) is plane, and image (h)
is an eagle.

http://dx.doi.org/10.20517/ir.2023.02
https://github.com/sdjswgr
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Figure 3. The segmentation results of the first comparative experiment to segment synthetic images. The 1st row represents initial contours,
the 2nd to 12th rows denote segmentation results of BC [32], RSF [34], LIF [35], LPF [48], RSF&LoG [39], OLPFI [70], PBC [57], LPF&FCM [41],
LGJD [58], ABC [56], PFE [47], and APFJD [49], respectively.
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Table 1. Numerical analysis of segmentation results (The CPU running time 𝑇, iteration number 𝑁 , and IOU) of the first comparative
experiment in images a-h in Figure 3.

Image(a)(100 × 100) Image(b)(132 × 103) Image(c)(256 × 233) Image(d)(136 × 132) Image(e)(103 × 97) Image(f)(214 × 209) Image(g)(100 × 100) Image(h)(127 × 107)

BC 2.159/20/0.928 7.726/180/0.799 10.288/200/0.711 1.015/30/0.552 9.912/200/0.836 7.445/180/0.914 7.831/180/0.820 18.086/300/0.581

RSF 2.875/300/0.718 5.928/300/0.784 18.380/300/0.309 12.776/220/0.207 23.527/500/0.256 15.856/300/0.929 14.628/300/0.832 19.251/300/0.499

LIF 1.468/200/0.917 2.658/150/0.835 13.895/200/0.408 5.315/180/0.211 15.563/200/0.547 10.814/200/0.729 10.412/200/0.941 1.047/120/0.688

LPF 5.221/300/0.662 5.117/300/0.780 10.429/500/0.433 4.585/220/0.267 5.606/300/0.553 23.248/500/0.927 3.148/150/0.945 1.425/120/0.431

RSF&LoG 5.751/200/0.674 6.853/200/0.683 10.635/300/0.701 4.856/180/0.554 7.963/200/0.944 20.835/300/0.879 4.258/100/0.949 1.125/100/0.503

OLPFI 0.961/60/0.945 4.754/200/0.727 8.758/200/0.394 1.021/60/0.880 5.761/200/0.945 8.635/200/0.758 7.468/180/0.714 1.249/65/0.604

PBC 6.142/300/0.882 5.856/300/0.587 8.967/300/0.593 1.165/90/0.796 4.821/200/0.951 8.617/300/0.935 5.804/200/0.918 0.346/65/0.571

LPF&FCM 3.494/300/0.876 5.108/300/0.661 7.752/300/0.717 0.543/85/0.875 3.264/280/0.949 9.822/300/0.920/0.958 3.365/200/0.913/0.954 0.449/60/0.731

LGJD 3.952/200/0.725 4.585/200/0.515 5.856/250/0.874 3.658/200/0.230 8.635/300/0.611 7.423/300/0.894 10.528/300/0.939 1.437/120/0.474

ABC 0.641/20/0.958 6.589/300/0.415 15.254/300/0.576 0.196/20/0.855 8.111/300/0.931 3.856/150/0.941 5.964/250/0.934 7.215/280/0.575

PFE 2.964/150/0.803 3.589/180/0.834 5.545/200/0.879 0.248/90/0.891 3.132/180/0.954 12.826/600/0.902 3.792/180/0.926 0.237/90/0.812

APFJD 0.855/65/0.917 1.856/100/0.795 6.982/250/0.820 0.285/65/0.838 3.915/200/0.936 4.570/200/0.878 3.253/180/0.924 0.958/100/0.610

4.2. Segmentation experiment of synthetic images
Intensity non-uniformity and noise interference often occur in image segmentation. In Figure 3, the segmen-
tation results of the 12 ACMs on synthetic images (a-h) are described in Figure 3. The former 4 images (a-d)
represent images with intensity non-uniformity, while the latter 4 images (e-h) symbolize images with noise
interference. The associated segmentation quality (IOU) and segmentation time (the CPU running time𝑇 and
iteration number 𝑁) are concluded in Table 1. From this table, for images with intensity non-uniformity (a-
d), ABC, LIF, and PFE models respectively obtain better segmentation results than other models respectively.
In addition, for images with noise interference (e-h), PFE, ABC, LPF achieve the best segmentation results
respectively. Particularly, PFE model achieves the most stable segmentation results for all images with noise
interference (a-h) in Figure 3. In fact, PFE model takes advantage of novel pre-fitting functions to quickly
approximate the background and foreground of the input image ahead of iteration process, which improves
the stability of segmenting noisy images and saves computation costs.

Table 2. Numerical analysis of segmentation results (The CPU running time 𝑇, iteration number 𝑁 , and IOU) of the second comparative
experiment in images a-h in Figure 4.

Image(a)(111 × 110) Image(b)(103 × 131) Image(c)(112 × 224) Image(d)(152 × 128) Image(e)(124 × 66) Image(f)(119 × 78) Image(g)(200 × 227) Image(h)(95 × 93)

BC 5.725/380/0.733 2.407/180/0.766 2.958/250/0.815 4.176/280/0.899 5.285/300/0.835 15.992/150/0.607 1.437/30/0.889 2.564/200/0.633

RSF 2.458/300/0.844 2.152/140/0.825 1.886/120/0.852 4.537/200/0.898 4.852/200/0.756 23.974/200/0.622 14.733/220/0.207 10.511/220/0.433

LIF 1.525/130/0.851 1.234/100/0.826 1.458/100/0.868 3.172/150/0.909 2.912/130/0.723 15.254/150/0.675 2.305/120/0.714 2.859/100/0.572

LPF 1.621/140/0.862 1.575/100/0.802 2.245/150/0.932 5.109/180/0.916 1.852/120/0.781 1.653/120/0.635 0.995/100/0.442 1.595/120/0.447

RSF&LoG 1.062/100/0.870 1.250/80/0.821 5.582/150/0.934 9.926/200/0.829 2.952/135/0.779 16.582/200/0.718 8.289/200/0.849 1.252/120/0.601

OLPFI 0.805/80/0.875 0.905/85/0.837 1.584/90/0.935 0.925/85/0.925 0.848/95/0.850 1.465/120/0.604 2.048/150/0.835 0.652/65/0.918

PBC 1.689/120/0.866 1.612/100/0.831 4.773/250/0.926 3.593/180/0.931 3.525/150/0.845 1.081/100/0.784 1.509/100/0.867 1.653/100/0.906

LPF&FCM 0.952/100/0.861 0.896/85/0.838 2.545/150/0.896 3.862/180/0.905 2.465/150/0.893 1.868/120/0.653 7.269/200/0.864 1.058/100/0.889

LGJD 3.759/280/0.796 2.225/150/0.815 2.587/100/0.932 2.726/200/0.910 3.582/220/0.724 3.341/280/0.689 2.758/180/0.204 3.582/200/0.513

ABC 1.259/100/0.885 1.036/95/0.838 2.848/120/0.930 2.033/85/0.930 0.629/35/0.928 3.258/120/0.692 0.821/85/0.919 1.275/95/0.898

PFE 1.028/100/0.869 0.855/80/0.841 2.257/110/0.933 0.846/90/0.942 0.911/90/0.902 2.586/200/0.573 0.986/100/0.898 0.856/95/0.912

APFJD 1.528/105/0.728 1.043/95/0.815 1.585/110/0.899 1.852/120/0.851 0.506/30/0.926 1.962/120/0.662 1.399/100/0.889 1.124/100/0.894

4.3. Segmentation experiment of medical images
ACMs are extensively applied to processmedical images to find out the location of the lesion. Consequently, the
12 ACMs are utilized to segment 6 medical images (a-h) in Figure 4, and the associated segmentation quality
(IOU) and segmentation time (the CPU running time 𝑇 and iteration number 𝑁) are described in Table 2.
From this table, for image (a), OLPFI has the best performance. For image (b), OLPFI, LPF&FCM, ABC, PFE
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Figure 4. The segmentation results of the second comparative experiment to segment medical images. The 1st row represents initial con-
tours, the 2nd to 12th rowsdenote segmentation results of BC [32], RSF [34], LIF [35], LPF [48], RSF&LoG [39], OLPFI [70], PBC [57], LPF&FCM [41],
LGJD [58], ABC [56], PFE [47], and APFJD [49], respectively.

models have very similar segmentation results. However, PFE model is ranked first in terms of the least CPU
running time 𝑇 and iteration number 𝑁 and the largest IOU value. For image (c), LPF, RSF&LOG, OLPFI,
LGJD, ABC, PFE models have similar segmentation results. Nevertheless, OLPFI has the best performance
with a small advantage. For image (d), the performance of PFE model is ranked first in terms of all evaluation
criteria. For image (e), the IOU value of ABC model are is the biggest, while the CPU running time 𝑇 and
iteration number 𝑁 of APFJD model is are the least. For image (f), PBC obtains the best segmentation results.
For image (g), ABC model obtains the best performance in terms of all evaluation criteria. For image (h),
OLPFI model has the best segmentation results in terms of all evaluation criteria. Particularly, ABC model

http://dx.doi.org/10.20517/ir.2023.02


Chen et al. Intell Robot 2023;3(1):23-55 I http://dx.doi.org/10.20517/ir.2023.02 Page 45

Table 3. Numerical results of segmentation outcomes (The CPU running time 𝑇, iteration number 𝑁 , and IOU) of the third comparative
experiment in images a-h in Figure 5.

Image(a)(300 × 203) Image(b)(300 × 225) Image(c)(481 × 321) Image(d)(481 × 321) Image(e)(481 × 321) Image(f)(481 × 321) Image(g)(481 × 321) Image(h)(481 × 321)

BC 1.221/10/0.950 2.967/50/0.734 5.775/120/0.602 2.315/20/0.161 2.940/25/0.231 7.567/150/0.162 7.491/150/0.289 8.722/150/0.837

RSF 1.043/220/0.952 14.658/250/0.709 15.589/250/0.255 8.152/180/0.926 7.254/165/0.543 8.952/180/0.582 18.892/380/0.637 10.866/150/0.826

LIF 1.716/150/0.964 2.536/200/0.879 7.895/180/0.405 9.255/500/0.657 5.752/150/0.592 6.895/150/0.841 7.125/180/0.775 6.525/150/0.870

LPF 1.115/90/0.969 1.531/100/0.841 9.528/300/0.617 10.588/380/0.922 12.592/300/0.377 15.281/300/0.581 4.338/120/0.543 5.450/120/0.781

RSF&LoG 5.741/100/0.893 6.952/120/0.941 8.258/180/0.524 7.528/120/0.840 7.592/150/0.587 10.896/180/0.844 6.882/120/0.505 3.317/95/0.817

OLPFI 0.506/40/0.955 0.731/65/0.951 1.638/95/0.889 0.546/40/0.927 1.867/95/0.794 1.105/85/0.794 1.983/100/0.757 1.513/100/0.753

PBC 0.696/85/0.954 1.984/95/0.929 7.595/200/0.824 1.856/95/0.924 8.215/200/0.791 3.148/120/0.823 4.768/150/0.904 1.233/95/0.845

LPF&FCM 2.524/120/0.958 3.158/150/0.889 13.752/300/0.515 7.181/180/0.871 10.537/200/0.858 9.905/200/0.863 9.389/200/0.801 7.851/180/0.831

LGJD 0.715/95/0.886 1.985/100/0.919 5.589/180/0.563 2.755/120/0.135 11.762/300/0.791 3.556/120/0.815 2.789/120/0.876 2.511/120/0.873

ABC 0.785/80/0.951 1.259/95/0.954 9.785/200/0.507 1.895/100/0.903 7.892/150/0.847 2.048/100/0.886 2.638/100/0.902 2.032/100/0.836

PFE 0.748/65/0.937 2.468/120/0.638 2.685/150/0.531 3.522/150/0.925 4.896/180/0.870 8.896/200/0.834 9.541/230/0.816 3.522/120/0.877

APFJD 0.591/30/0.971 1.167/100/0.966 2.592/120/0.927 1.047/100/0.924 1.972/100/0.869 2.925/120/0.913 1.045/95/0.906 1.161/100/0.886

obtains the most stable segmentation results for all images (a-h) in Figure 4. Actually, ABC model utilizes a
novel regularization function to normalize the energy range of data driven term, which enables it to effectively
process medical images with intensity non-uniformity.

4.4. Segmentation experiment of natural images
The 12 ACMs are applied to segment natural images (a-h) in Figure 5, and the associated segmentation quality
(IOU) and segmentation time (the CPU running time 𝑇 and iteration number 𝑁) are described in Table 3.

In Table 3, for image (a), the IOU value of LPFmodel is the largest while the CPU running time𝑇 and iteration
number 𝑁 of OLPFI model are the least. For image (b), OLPFI model is ranked first in terms of the CPU
running time 𝑇 and iteration number 𝑁 , and APFJD model is ranked first with respect to the IOU value. For
image (c), OLPFImodel has the best performance in terms of the CPU running time𝑇 and iteration number 𝑁 ,
while APFJD model has the best performance with respect to the IOU value. For image (d), RSF, LPF, OLPFI,
PBC, PFE, and APFJD models achieve similar segmentation results. However, OLPFI model is ranked first
with respect to all evaluation criteria. For image (e), the IOU value of the PFE model are is the biggest, while
the CPU running time 𝑇 and iteration number 𝑁 of OLPFI model are the least. For image (f), the IOU value
of APFJD model is the biggest, while the CPU running time 𝑇 and iteration number 𝑁 of OLPFI model are
the least. For image (g), although the IOU value of PBC, ABC, and APFJD models are similar, APFJD model
has the best segmentation results with the biggest IOU value and lowest CPU running time 𝑇 and iteration
number 𝑁 . For image (h), APFJD model has the best segmentation results in terms of all evaluation criteria.
On average, APFJD model acquires the most stable segmentation results for all natural images (a-h) in Figure
5. In fact, APFJD model employs an adaptive regularization function to normalize the ranges of the level set
function and data driven term, which renders it to efficiently process natural images with complex background
information.

4.5. Comparison experiments with Deep learning-based algorithms
To compare the segmentation results betweenACMs and deep learning-based algorithms, DeepLabv3+ [71] and
Mask R-CNN algorithms [72] are selected to segment 6 images (a-f) in Figure 6. Note that DeepLabv3+ and
Mask R-CNN algorithms are capable of recognizing all pixels subordinated to the target and painting the target

0Bias correction (BC), Region scalable fitting (RSF), Local image fitting (LIF), Local pre-fitting (LPF), Region scalable fitting and opti-
mized Laplacian of Gaussian (RSF&LoG), Optimized local pre-fitting image (OLPFI), Pre-fitting bias field (PBC), Local pre-fitting and fuzzy
c-means (LPF&FCM), Local and global Jeffreys divergence (LGJD), Additive bias correction (ABC), Pre-fitting energy (PFE), and Adaptive
pre-fitting function and Jeffreys divergence (APFJD).
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Figure5. The segmentation results of the third comparative experiment to segment synthetic images. The 1st row represents initial contours,
the 2nd to 12th rows denote segmentation results of BC [32], RSF [34], LIF [35], LPF [48], RSF&LoG [39], OLPFI [70], PBC [57], LPF&FCM [41],
LGJD [58], ABC [56], PFE [47], and APFJD [49], respectively.

into multiple random colors to demonstrate the final segmentation result. For the pre-training stage of these
two deep learning-based algorithms, the DeepLabv3+ algorithm have has used PASCAL Visual Object Classes
2007 (VOC20007), which can be found on the website http://host.robots.ox.ac.uk/pascal/VOC/voc2007/. The
entire duration of pre-training stage of DeepLabv3+ neural network lasts roughly 9 hours under the framework
of PyTorch deep learning environment. In addition, theMaskR-CNNalgorithmutilizes the (CommonObjects
in Context) COCO dataset to conduct the pre-training process, which can be downloaded from the website
https://cocodataset.org/. Thewhole duration of pre-training stage of DeepLabv3+ neural network lasts roughly
18 hours under the framework of PyTorch deep learning environment. Once the pre-trainings are completed,
the trained DeepLabv3+ andMask R-CNNneural networks are utilized to segment and visualize 6 images (a-f)
in Figure 6 and compute their associated IOUs, which is illustrated in Figure 6. Meanwhile, the authors select
3 ACMs (RSF [34], LGJD [58], and APFJD [49]) to segment and visualize 6 images (a-f) in Figure 6 and calculate
their corresponding IOUs. The numerical segmentation results (IOUs) of the experiments are all listed in Table
4.

In Table 4, for image (a), the DeepLabv3+ algorithm obtains the biggest IOU value due to the most excellent
segmentation result. For image (b), the Mask R-CNN algorithm, RSF model and APFJD achieve similar IOU

http://dx.doi.org/10.20517/ir.2023.02
http://host.robots.ox.ac.uk/pascal/VOC/voc2007/
https://cocodataset.org/


Chen et al. Intell Robot 2023;3(1):23-55 I http://dx.doi.org/10.20517/ir.2023.02 Page 47

Figure 6. The segmentation results between DeepLabv3+ algorithm [71], Mask R-CNN algorithm [72], RSF [34] model, LGJD [58] model and
APFJD [49] model. The 1st column represents original images, the 2nd to 3rd columns signify segmentation results of DeepLabv3+ algo-
rithm and Mask R-CNN algorithm, respectively, the 4th column denotes initial contours of ACMs, and the 5th to 7th columns represent
segmentation results of RSF model, LGJD model and APFJD model, respectively.

Table 4. Numerical analysis of IOUs between DeepLabv3 algorithm, Mask R-CNN algorithm, RSF model, LGJD model, APFJD model in
images (a-f) in Figure 6.

DeepLabv3+ Mask R-CNN RSF LGJD APFJD

Image a(481 × 321) 0.935 0.807 0.681 0.853 0.920

Image b(481 × 321) 0.655 0.922 0.925 0.135 0.930

Image c(481 × 321) 0.875 0.883 0.826 0.873 0.886

Image d(481 × 321) 0.215 0.015 0.255 0.563 0.927

Image e(481 × 321) 0.911 0.895 0.328 0.321 0.468

Image f(321 × 481) 0.905 0.915 0.479 0.353 0.385

values. For image(c), the RSFmodel obtains the smallest IOU value due to the issue of edge leakage, and similar
results are achieved by the remaining models. For image (d), the DeepLabv3+ and Mask R-CNN algorithms
acquire very unsatisfactory IOU values due to failed segmentation. On the contrary, the APFJD model attains
the largest IOU value because of clear and clean segmentation. For image (e), the DeepLabv3+ and Mask
R-CNN algorithms demonstrate the advantages of segmentation of multi-phase images, which obtains much
bigger IOU values than 3 ACMs (RSF, LGJD, APFJD models). The DeepLabv3+ algorithm attains the largest
IOU value due to a more fully segmented target. For image (f), the Mask R-CNN algorithm obtains the best
segmentation result in terms of the biggest IOU value.

4.6. Summary
Since the images with unevenly distributed intensity, the area inside and outside evolution curves are not
intensity uniform. The calculated intensity averages are incapable tocannot represent intensity distribution.
Therefore, BC model estimates a bias field to process images with unevenly distributed intensity, which works
well with images (a-b) in Figure 3. However, common issues such as falling into false boundary boundaries
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may occur in images (c-d) in Figure 3. In addition, this model cannot effectively process images with noise
interference such as images (e, g, h) in Figure 3. BesidesAdditionally, under- segmentation may take place as
image (h) in Figure 3 and images (c, g) in Figure 4 shows. In addition, BC model leaks from target boundary
when it segments natural images, as the second row in the Figure 5 indicates.

RSF model is capable of segmenting images with uneven intensity as image (b) in Figure 3. However, the
incorporated kernel function only computes the gray values of image local image regions, which makes it
easy to fall into a local minimum during the process of energy minimization such as images (a, c) in Figure
3. Nevertheless, falling into a false area still remains unsolved as images (c, d, g) in Figure 3. In addition, the
segmentation time is long due to at least four convolution operations to update fitting functions during each
iteration. BesidesIn addition, this model has poor anti-noise ability, which is vulnerable to the influence of
noise interference, as images (e, g, h) illustrate. Moreover, the issues of under- segmentation and leaking from
weak edge still exists, as shown in images (c, e) in Figure 4 and images (g, h) in Figure 4, respectively. Lastly,
this model obtains poor segmentation results when segmenting natural images, as shown in the third row in
the Figure 5.

Compared with RSF model, LIF model only utilizes two convolution operations to update fitting functions,
which greatly reduces the CPU running time T and iteration number N according to Tables 1, 2, and 3. The
Gaussian kernel function is also used in thismodel, so common issues such as boundary leakage and falling into
local minimum also occur in this model in some cases (as illustrated in images (a, d, e) in Figure 3). However,
this model is still sensitive to noise interference, as shown in images (e, f, h) in Figure 3. BesidesAdditionally,
the problem of under- segmentation has been improved to some degree as shown in image (c) in Figure 4.
In additionFurthermore, this model has very poor segmentation results while segmenting natural images as
indicated in images (b, c, e, g) in Figure 5.

LPFmodel locally computes average image intensity ahead of iteration process, which reduces the computation
cost to some degree. However, the Gaussian kernel function is also used in this model to update the level set
function, which results in falling into false boundary boundaries (as described in image (a) in Figure 3) and
edge leakage (as illustrated in images (b, c, d) in Figure 3). In addition, this model has further improved in
terms of anti-noise ability as shown in images (f, g) in Figure 3. However, the issue of boundary leakage still
exists in images (e, h) in Figure 3 and images (g, h) in Figure 4 and images (e, f, g, h) in Figure 5. Besides, the
problem of trapping into false boundary boundaries still occurs in images (b, c) in Figure 5.

RSF&LoG model combines RSF model and Laplacian of Gaussian (LoG) energy to smooth the homogeneous
areas and enhance boundary characteristics simultaneously to segment images with uneven intensity, which
can segment images with uneven intensity to some extent. However, this model may create some common
issues such as under- segmentation and falling into false boundary boundaries in images (a, b, c) in Figure 3
and images (d, h) in Figure 3, respectively. In addition, boundary leakage may occur in some cases (as shown
in image (h) in Figure 4 and images (c, e) in Figure 5).

OLPFI model calculates the mean intensity of the selected local regions before iteration starts, which dramati-
cally decreases segmentation time. This model puts region-based attributes and edge-based attributes together
to handle images with intensity non-uniformity, which obtains excellent results as shown in image (a, d) in
Figure 3. However, under- segmentation often occurs in images (b, c, f, g, h) in Figure 3, image (e) in Figure
4, and images (a, g, h) in Figure 5. this This model has relatively poor anti-noise ability in the form of under-
segmentation as indicated in images (f, g, h) in Figure 3. Lastly, this model greatly reduces the possibility of
boundary leakage and falling into fake false boundaryboundaries.

PBCmodel utilizes the optimized FCM algorithm to estimate the bias field before iteration process, which gets
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rid of time-consuming convolution operation during each iteration and greatly reduces segmentation time. In
addition, thismodel can segment images with uneven intensity in images (a, d) in Figure 3. However, boundary
leakage may occur in some cases (as indicated in images (b, c) in Figure 3). Moreover, this model is capable
of effectively segmenting images with noise interference with high segmentation quality. Nevertheless, under-
segmentationmay occur in some cases (as indicated in images (h) in Figure 3, image (e) in Figure 4 and images
(a, e) in Figure 5). Lastly, falling into fake false boundary boundaries may take place in some cases (as shown
in images (b, c) in Figure 5).

LPF&FCM model employs the FCM algorithm and adaptive sign function to solve the issue of boundary
leakage, which obtains outstanding performance to segment images with intensity non-uniformity in images
(a, d) in Figure 3. However, issues such as under- segmentation and falling into local minima may occur in
some cases (as shown in images (b, c) in Figure 3 and images (b, c, g) in Figure 5, respectively). In addition,
this model has strong robustness to images with noise (as indicated in images (e-h) in Figure 3). Lastly, this
model is capable of effectively segmenting medical images (a-h) in Figure 4 with high accuracy.

LGJD model utilizes the changeable weights to control the local and global data fitting energies based on
Jeffreys divergence (JD), which is capable of segmenting images with intensity non-uniformity to some degree.
However, this model also has common issues such as over- segmentation or under- segmentation in some
cases (as shown in images (a, b, c) in Figure 3 and images (e, f, g) in Figure 5). In addition, boundary leakage
may occur during the process of segmenting images with noise interference in some cases (as illustrated in
image (e, h) in Figure 3). Besides, the issue of strapping into false boundary boundaries frequently takes place
in some cases (as shown in images (d) in Figure 3, images (g, h) in Figure 4, and images (a-d) in Figure 5).

ABCmodel applies the theory of bias field to segment imageswith unevenly distributed intensity, which obtains
excellent segmentation performance in terms of handling images with intensity non-uniformity in images (a,
d) in Figure 3. However, this model has issues of leaking from weak boundary boundaries in some cases
(as illustrated in images (b, c) in Figure 3). In addition, this model can effectively handle images with noise
interference due to the effect of additive bias correction as shown in images (e, f, g) in Figure 3. Nevertheless,
the problem of under- segmentation may happen in image (h) in Figure 4 and images (a, c) in Figure 5. Lastly,
this model is also able to effectively segment medical images (a-h) in Figure 4 with high precision.

PFE model computes the median intensity of the chosen local areas ahead of iteration process, which greatly
reduces computation cost. According to the twelfth row of Figure 3, this model is able to deal with images
with uneven intensity and has excellent noise resistivity. However, common issues such as falling into fake
false boundary boundaries and boundary leakage may take place in some cases (as indicated in image (c) in
Figure 3 and images (b, c, g) in Figure 5). Lastly, this model is also competent to effectively segment medical
images (a-h) in Figure 4 with high efficiency.

APFJD model computes average intensity of selected areas before iteration takes place, which dramatically
decreases segmentation time. This model can effectively segment images with uneven intensity and noise
interference due to the effect of JD, as shown in images (a-b, d) and images (e-f) in Figure 3. However, the issue
of strapping into false boundary boundaries may happen as indicated in image (c) in Figure 3). In addition,
under- segmentation may occur in some cases (as indicated in image (e) in Figure 3 and image (c, f) in Figure
4). Lastly, this model segments natural images (a-h) in Figure 5 with excellent accuracy.

To conclude the characteristic of above said ACMs, the calculation processes of BC, RSF, LIF, LPF, RSF&LoG,
and LGJD models are too complex to be implemented in practice, which have poor anti-noise capability and
spend a huge amount of time for curve evolution. In addition, the computation processes to compute pre-
fitting functions in OLPFI, PBC, PFE, and APFJD models are optimized, which enables them to quickly seg-
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ment different kinds of images within a short amount of time. LPF&FCM takes advantages of FCM clustering
to divide the input image region into background region and foreground region before iteration begins, which
greatly reduces the computational overhead. ABCmodel implements K-means ++ clustering to separate input
image area into background and foreground regions before iteration starts, which also hugely decreases the
computational expense. Nevertheless, LPF&FCM and ABC models may generate unexpected segmentation
outcomes such as redundant curves, if the FCM and K-means ++ clustering algorithms have bad performance.

Although ACMs can effectively segment double-phase images with fair segmentation results, the majority of
existing ACMs are not able to segment multi-phase images as indicated in images (e,f) in Figure 6. Note that
double-phase image means a target in an image either contains black pixels or white pixels, while multi-phase
image means a target in an images contains black and white pixels at the same time as shown in images (e,f)
in Figure 6. According to Figure 6, the deep learning-based algorithms (DeepLabv3+ and Mask R-CNN algo-
rithms) exhibit an advantage on in segmenting multi-phase images. Specifically, ACMs (RSF, LGJD, APFJD
models) can barely segment multi-phase images (e,f) in in Figure 6, while DeepLabv3+ and Mask R-CNN
algorithms obtain excellent segmentation results in terms of much bigger IOU value. However, failed segmen-
tation in the form of under- segmentation may take placeoccur while implementing DeepLabv3+ and Mask
R-CNN algorithms to segment double-phase images as illustrated in images (b,d) in Figure 6.

5. CHALLENGES AND PROMISING FUTURE DIRECTIONS
Nowadays, there are still various common issues waiting for solutions in the field of image segmentation in
practice. The review of the above ACMs points out some common issues and concludes some promising
future directions. It is believed that this discussion will be useful for later researchers in this field to design
more advanced models.

5.1. The combination of deep learning models
Inspired by the general idea of ACMs, the work [73–75] incorporates region and length constraint terms into
the cost or loss function of convolutional neural network (CNN) model based on traditional Dense U-Net
for image segmentation, which combines geometric attributes such as edge length with region information
to achieves better segmentation accuracy. In addition, compared with traditional ACMs requiring iterations
to solve PDEs, the employment of CNN greatly reduces computation cost in image segmentation, although
its training process is generally long. In addition, later researchers embed some loss functions in deep learn-
ing [76–81] in region-based level set energy functions to improve segmentation efficiency and accuracy. There-
fore, one can put the energy function of diverse ACMsmentioned in this paper and other segmentationmodels
in deep learning together to design some new hybrid energy functions to further improve segmentation per-
formance, which is recommended as a promising future research direction in the area of image segmentation.

5.2. The combination of edge-based and region-based ACMs
As discussed in this paper, active contour method can be grouped into two types: the region-based ACM
and the edge-based ACM. The region-based ACM utilizes a pre-defined region descriptor or a contour rep-
resentation to recognize each region on the image, while the edge-based ACM uses the differential property
or gradient information of boundary points to construct a contour representation. The region-based ACMs
generally utilize regional information (the pixel grayscale information) of the image to construct energy func-
tions, which improves their system robustness and effectiveness. However, the region-based ACMs cannot
deal with contours that do not evolve from region boundaries. The edge-based ACMs mainly use the gradient
information of the target boundary points as the main driving force to guide the motion of the evolution curve,
which is capable of handling topology changes adaptively. Nevertheless, the edge-based ACMs generally need
to reinitialize the level set function periodically during the evolution process, which will affect the computa-
tional accuracy and slow down segmentation efficiency. In this case, the zero level set may not be able to move
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towards the target boundary, and how and when to initialize it still remains unsolved.

Therefore, it is necessary to combine the strengths of the region-based and region-based ACMs to obtain
better segmentation outcomes. Recently, several hybrid ACMs [41,47,70,82,83] are constructed to take advantage
of bothmetrics of the region-based and edge-based ACMs to achieve higher segmentation efficiency and lower
computation cost. It is recommended that future researchers design more hybrid ACMs on the basis of the
hybrid ones mentioned above.

5.3. Fast and stable optimization algorithm
The general optimization process of ACMs is to minimize the associated energy function through gradient
or steepest descent method. However, it should be aware that it may be hard to figure out the global minima
if the energy function is non-convex [33,84–87], which may cause a failed segmentation in the form of falling
into a local minima. Specifically, the traditional gradient or steepest descent approach is initialized by the
initial level set function and then descends at each iteration, ; the descending direction is controlled by the
slope or the derivative of the evolution curve. It is possible to replace the traditional one with other gradient
descent methods to design a brand-new series of ACMs, which is capable of optimizing the evolution curve
and avoiding falling into local minima.

6. CONCLUSIONS
This paper has presented an overview of different kinds of ACMs in image segmentation in Sections 1, which
helps readers to obtain a comprehensive understanding of different kinds of ACMs. Then, some fundamental
theory of ACMs has been explained in Section 2. Specifically, region-based ACMs, edge-based ACMs, and
hybrid ACMs are reviewed in Section 3. After that, three comparison experiments of 12 different ACMs in
terms of several evaluation criteria (the CPU running time 𝑇 , iteration number 𝑁 , IOU and DSC) have been
conducted to compare their segmentation performance on different kinds of images (synthetic images, med-
ical images, and natural images) in Section 4. In addition, two deep learning-based algorithms (DeepLabv3+
and Mask R-CNN) have been implemented to segment double-phase images and multi-phase images, whose
segmentation results in terms of IOU values have been compared with several ACMs to demonstrate their
advantages and disadvantages. According to the experimental results of these comparison experiments, the
hybrid ACMs appear to be more suitable for large- scale image segmentation applications due to higher seg-
mentation efficiency and accuracy. In addition, the deep learning-based algorithms (DeepLabv3+ and Mask
R-CNN) obtain much superior segmentation results than ACMs while segmenting multi-phase images. Lastly,
some challenges and promising future research works in the field of image segmentation have been discussed
in Section 5.
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Abstract
In order to simplify the robot preparation before welding and improve the automation of the whole welding 
process, an intelligent expert system for Gas Metal Arc Welding is designed in this paper. In the system, the user 
inputs the initial welding information and the output interface displays suitable welding procedure parameter 
schemes. The user can choose the schemes according to the actual requirements or directly generate the welding 
procedure specification required by the enterprise format for direct use. In addition, the system also combines the 
database technology and XGBoost algorithm in the field of machine learning, migrates the model trained on the 
data set to predict the welding raw data, accumulates more data for daily use to optimize the model, which makes 
the whole system more systematic and intelligent, and achieves the goal of more accurate use.

Keywords: Welding, expert system, machine learning, database

1. INTRODUCTION
With the development of the industrial internet of things, big data, artificial intelligence, machine learning 
and other technologies, information technology has been popularized, and intelligent manufacturing has 
also developed rapidly. Digitalization and intelligence have become the basis of manufacturing production. 
Welding is the basic processing method in the manufacturing industry. The combination of them promotes 
the automation and intelligence of welding process. With the urgent demand for data sharing and 
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professional knowledge in welding enterprises, the welding expert system plays an increasingly important 
role in intelligent welding systems[1].

An expert system is a computer program that combines the experience and knowledge of experts in a 
specific field. As early as the mid-1960s, a large number of researchers began to study the expert system. 
Welding technology is the product of multi-disciplines, ranging from weldability analysis before welding[2,3] 
and preparation of welding process documents[4] to the selection of process parameters in the welding 
process[5-8] and real-time control of welding[9], defect diagnosis and treatment after welding[10], welding 
quality assessment[11,12] and calculation of welding material consumption[13]. Each stage involves a large 
amount of data, knowledge and models, which is an ideal field for expert system application[14,15].

GMAW is a welding method that uses the arc heat generated between the welding wire and the weldment to 
melt the welding wire and the base material continuously fed by the welding torch under shielding gas to 
achieve the welding purpose. This method has the advantages of low cost, strong adaptability, easy 
operation and easy automation. The main advantage of GMAW lies in its metal deposition per hour, which 
greatly reduces labor costs. In addition, this technology is a clean process because it does not use flux, and it 
is easy for operators to observe the situation of the arc and molten pool and make adjustments at any time. 
The advantages of GMAW make it widely used in many industrial applications[16]. Metal transfer modes are 
the way to transfer the molten electrode droplet to the molten pool. The modes are generally classified into 
three forms, which are often used for welding quality control and defect detection. Different metal transfer 
modes correspond to different welding parameters, especially current parameters. In this expert system, the 
current is mainly used as the output parameter, so the metal transfer modes are not considered as the input 
parameter[17].

Welding procedure design expert system has always been a hot topic in the research of the welding expert 
system. A complete welding process involves many parameters. If developers can collect key information 
such as welding joint, groove, size and position through expert systems, process the data with the help of 
expert experience and knowledge, study relevant welding standards in the industry, and combine data 
mining and machine learning technology to generate specific welding process parameter schemes, which 
could avoid plenty of repetitive work. The use of the expert system improves the storage mechanism of 
welding data. By constantly updating the expert system with new technologies in this field, knowledge 
beyond expert experience will be found, which plays an important role in promoting the design of welding 
technology. In this case, research on the welding expert system is very necessary.

From the traditional expert system, which can only answer the results already in the system, to the expert 
system combining machine learning algorithms, software and hardware technology[18-22]. Due to the rapid 
development of new computer technology, researchers in the world have made many attempts. The expert 
system can help users to make decisions by simulating expert thinking and predict answers to questions that 
are not involved in the knowledge base.

The design of the knowledge base, database and inference engine is the key part of an expert system design. 
The sustainability and extensibility of development are the difficulties in designing each module. As for the 
knowledge base design, Zhang[23] uses the traditional design pattern and divides the design into knowledge 
representation and knowledge acquisition. Liu et al. use knowledge graph technology to build an expert 
system[24]. The system crawls the data on the Internet, performs format conversion, entity recognition and 
other processing on the data, which accumulates frequently asked questions and their solutions to form the 
knowledge base, and provides a new idea for the knowledge acquisition of the expert system. Considering 



Wang et al. Intell Robot 2023;3(1):56-75 https://dx.doi.org/10.20517/ir.2023.03        Page 58

that the filling and modification of knowledge in the future may completely depend on the developer if only 
the database is used, which is not intelligent, and only applying crawler technology does not meet the 
parameter design requirements of accuracy and reliability. Therefore, the knowledge base design of this 
system combines the two methods, which employ the algorithm to improve knowledge acquisition and 
knowledge representation using the database. Regarding the design of the database and inference engine, 
Xiao et al. uses a transfer learning model[25]. Firstly, the system learns the sample dataset to form the training 
model, and then migrates it to the system. The daily sampled data are further learned by the deep learning 
algorithm to continuously optimize the model. Similarly, this system designs a self-learning module based 
on the transfer learning model. It overcomes the problem that there is no accumulated data when the 
software is just used, and the number of reasonable solutions is insufficient in complex welding conditions, 
which leads to the inaccuracy of recommended solutions. Some machine learning models provide black-box 
prediction, and the prediction accuracy is satisfactory, but the model explanation is insufficient, which leads 
to users’ lack of confidence in the reliability of the results. Ahmed et al. puts forward a framework to work 
together with the established machine learning model and expert knowledge[26]. Based on the generated 
model, the framework extracts decision rules and adopts expert suggestions, makes the dataset self-
sufficient and constantly generates new rules by checking data sets. This system also takes into account the 
expert suggestions to improve the prediction accuracy of the system and interfaces some key parameters, 
which allows experts to adjust parameters according to experience and the effect of parameters in actual 
welding, so as to achieve the desired output.

The welding process is complicated, the final output parameters of the expert system are only a part of the 
welding process, and many parameters affect the welding process, so it is usually fundamental to visually 
monitor the welding process. Human welders can adjust the parameters in real time by observing the 
welding process to obtain the desired output. In addition to using sensing technology to simulate human 
welders to monitor the welding process, the welding procedure design expert system combined with the 
machine learning algorithm only needs to give the initial information and expected output under the actual 
welding conditions, and can simulate the intermediate process by itself based on the data without the user's 
understanding of the welding process, and obtain the expected output. The training data set often comes 
from the combination of parameters with a good welding effect, and with more data accumulated in the 
system, the algorithm learns again and optimizes the existing model parameters, which is also the correction 
of ideal output and actual welding results, and realizes the intelligent adaptation of the welding process to 
the environment to some extent[27].

In recent years, XGBoost has gained great popularity in various data science competitions. The gradient 
boosting principle behind XGBoost is a representative algorithm of the boosting method in the ensemble 
algorithm, and XGBoost can be applied to both classification and regression problems. As verified by 
Guan[28], compared with BP neural network, ARMA model and KNN algorithm, XGBoost model has higher 
accuracy and faster operation efficiency. In this system, XGBoost, with the best prediction performance, is 
selected as the machine learning model. With the adoption of different algorithms, expert systems have 
been widely studied and applied in various fields of science, engineering, agriculture and medicine, 
providing valuable experience for the research and development of welding expert systems in this paper[29-36].

The overall architecture design of the GMAW welding procedure expert system, and the main functional 
modules will be summarized first. The second section will describe the knowledge base and the methods to 
supplement and update it. The database technology will be introduced in the third section, describe the 
main components and show some sample tables. The fourth section will introduce the reasoning logic of 
this system, and expound on the algorithm principle of welding parameter intelligent recommendation 
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module. The fifth section will apply the expert system to practice, introduce the system workflow, and 
display the key output parts, as well as the concrete effect drawings obtained by actual welding. The last part 
is the summary and prospect of this paper.

2. OVERALL DESIGN OF GMAW EXPERT SYSTEM
The composition of the expert system usually includes the human-computer interaction interface, 
knowledge base, inference engine, and interpretation engine part. Faced with questions posed by users, 
computer programs simulate the thinking of experts to solve problems. Through the knowledge acquisition 
module, the human-computer interface is the carrier of getting user input information, calling the system’s 
storage of knowledge and rules, relying on the inference engine for the logical reasoning calculations, with 
the aid of the interpretation engine all the knowledge and logic used to conclude can be viewed, makes the 
whole operation process is determined.

The overall structure of the expert system is shown in Figure 1. Considering the welding process expert 
system involves many parameters, the human-computer interaction interface, knowledge base database, and 
inference engine’s realization are the main parts of the system design.

Human-computer interaction interface is the dialogue window between the user and the program. The 
system involves many parameters of input and calculation, the interface will be an important part of the 
system design, and considering the actual welding environment is not clear, the interface design and 
function realization is mainly on the Qt Creator platform, and packaged to generate software that can be 
used offline, can cope with the complex working environment.

The knowledge base and database are the core part of the expert system. The completeness of system 
knowledge determines the reliability and accuracy of an expert system decision, and the sustainability of 
knowledge base development determines the service life of the expert system. This system adopts the mode 
of knowledge base and database work together. The software has its own basic knowledge base and database 
at first, and users then use the system to produce new data and timely feedback to the system database. 
When accumulating a certain amount of new data, the expert system uses the machine learning algorithm 
to learn new knowledge from new data, and optimize the existing systems. The knowledge base and 
database can be updated constantly to achieve the goal of more accuracy and more consistency with the 
actual production scene.

To evaluate the correctness of an expert system’s decision, in addition to the need for a good knowledge 
base design, it is more important to make the most of the existing professional knowledge. The inference 
engine is the whole knowledge and control strategy used to deduce the conclusion, and it is the key to 
integrating knowledge into the program. There are many welding parameters in a complete welding 
process, and the coupling degree of parameters is high. Changing one parameter will lead to the 
recalculation of a series of parameters. Therefore, the reasoning mechanism of this system combines 
accuracy and fuzzy. When the initial information is sufficient, the system calls the knowledge base and 
database to use forward reasoning to achieve accurate reasoning. When the initial information is insufficient 
to reason, the system uses the database data and combines the machine learning model to make a fuzzy 
prediction of the result.

Based on the overall architecture design of the system, the specific functional modules of the system mainly 
include the following parts:
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Figure 1. Overall system design.

(1) User management module

This module mainly divides the identity of users into ordinary user, engineer, and administrator roles. 
Ordinary users can use basic functional modules. On the basis of ordinary users, engineers can modify the 
knowledge base data on the interface, and generate more customized parameter schemes for the user's 
working environment. In addition, the administrator can manage user information, enhance user’ rights, 
and carry out daily system maintenance.

(2) Document management module

The module includes consulting the industry welding standards and weldability documents of welding 
materials, managing previous welding schemes and statistical information on weld cost corresponding to 
product functions, and providing help for users' pre-welding preparation.

(3) Knowledge base module

This module is responsible for the management of the rule base and knowledge database. Users modify 
relevant parameters according to their actual needs, and the system calculates the modified parameters in 
real time to generate a more guiding scheme for the work site environment. In addition, users can save the 
expert system parameters with expected welding effects in the actual welding site to the database.

(4) Procedure parameters design module

The welding procedure design module is the key part of this expert system, which also includes sub-
functional modules such as calculation of weld cross-sectional area, planning of multi-layer and multi-pass 
welding, calculation of welding parameters and intelligent recommendation of parameter schemes. The 
weld cross-sectional area calculation module prepares data for groove stratified separation, where the 
stratified separation scheme under different welding parameters is various, the parameters of the 
recommended scheme based on different modes, are also combined with the cost calculation module to 
meet the user’s need.

(5) Material consumption calculation module

This module mainly includes the input and preservation of weld information, calculation of weld cost, and 
generation of cost files. For a specific product, users input the relevant information according to the system, 
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where the cost can be divided into two parts, artificial operation cost and material cost. Save input 
information into the corresponding cost file, and summarize the total length and mass, welding wire 
consumption and other information of all welds under the current product. The module also provides two 
working modes: single weld and weld cost comparison mode. The calculation method also has different 
evaluation indicators to meet different needs. The flow chart of the module is shown in Figure 2.

In the system, users input relevant information under the prompt, and the system integrates the 
information and displays it in a user-friendly manner. The output interface provides a set of appropriate 
welding procedure design schemes, which supports the user to modify the data and real-time calculation, 
but also can directly export the WPS for direct use. The extension module of the consumable cost 
calculation provides more reference indexes to meet the demand of actual welding conditions. With the use 
of this expert system, the formulation of the welding parameter scheme is not limited to experienced 
engineers, but enables new technical personnel to complete reasonable and effective welding through the 
welding scheme recommended by the system, avoiding the dependence on experienced personnel before 
actual welding.

3. KNOWLEDGE BASE DESIGN
An expert system integrates the knowledge of multiple experts in related fields. The accuracy of an expert 
system depends mainly on the completeness of the knowledge base and the ability of programmers to 
convert expert knowledge into codes. The content of the knowledge base can be divided into explicit 
knowledge and tacit knowledge. Explicit knowledge refers to that formulaic, regular and easy-to-express 
knowledge, while tacit knowledge refers to empirical, heuristic and difficult-to-convert knowledge. Tacit 
knowledge in this system mainly comes from experts’ experience and the enlightening knowledge obtained 
by reading welding documents. The explicit knowledge in this system mainly includes the part shown in 
Figure 3.

In terms of designing the knowledge base, considering the wide variety of welding technologies and welding 
equipment, different instruments, operators and environmental conditions will lead to differences in the 
welding process. Even if the same parameters are set, the welding effect is different under different 
environments. In the realization of the knowledge part of the system, the tacit knowledge is incorporated 
into the program, the explicit knowledge is usually stored in the knowledge base, and key parameters and 
formulas that may need to be modified are made into interfaces to wait for the adjustment of experts, so as 
to meet the desired output under the actual welding conditions and make the whole system more flexible.

The knowledge acquisition part is the expansion of the knowledge base. The knowledge acquisition of this 
system mainly comes from the following aspects:

1. Basic rule base and database after downloading the software;

2. New welding data is added to the database after users use this expert system;

3. New knowledge learned by machine learning algorithm on new welding data;

4. Update data on the server at irregular intervals.
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Figure 2. Flow chart of weld cost calculation.

Figure 3. Part of knowledge base display.

4. DATABASE DESIGN
The database part of the system combines MySQL database and SQLite database, which includes three 
major contents: a user login information table, welding information database, and cost calculation database. 
Considering the unclear welding environment, the basic functions can be realized by using the local SQLite 
database provided by the software when there is no network. When the network is available, users connect 
to MySQL remote database and automatically update the local database and upload user data to complete 
the update of the knowledge base and database on the client and server. In the design of the expert system 
database, different databases are selected, so as to improve the adaptability of the system to different welding 
environments. The database contents of some recommended parameter settings are shown in Figure 4.

Among the tables as the main content of the database, the welding information database includes a series of 
tables, such as the groove information table, welding position graph table, layered lane division strategy 
table, welding setting reference table and so on. The cost calculation database stores specific information 
and corresponding cost statistics of each weld under different products. Table 1 shows only part of the 
database.

5. INFERENCE ENGINE DESIGN
The reasoning logic of this system is mainly shown in Figure 5. According to the initial information of 
joints, welding wires and positions input by users, combined with the corresponding rule base and database, 
the system carries out multi-layer and multi-pass welding planning for the joint groove of specific welding 
positions, and obtains detailed data information of each weld. The key parameters set are loaded and 
calculated in real time to obtain the important parameters guiding robot welding. Users can modify the data 
information in each weld to generate welding parameters that meet the user’s expectations.
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Table 1. Sketches of common welded joint

Joint type Groove type Position Weld sketch Dimension parameter

T-joint I 2F h: weld leg size 
w: weld leg size 
a: groove angle

T-joint Single-V 2F a: groove angle 
d: groove depth 
r: root face 
w: weld leg size 
h: weld leg size

Lap-joint I 2F h: weld leg size 
w: weld leg size

Butt-joint V 1G t: thickness 
a1: groove angle 
a2: groove angle 
r: root face 
g: root gap

Figure 4. Part of database display.

The design of the inference engine uses the principle of accurate and fuzzy reasoning. The concrete 
realization is that when the user inputs enough initial information, the inference engine calls rules and data, 
carries on the forward inference and obtains the accurate output. When the user inputs only part of the 
data, the system invokes the machine learning model built on the sample dataset and predicts the output. 
When more data instances are accumulated, the expert system will use the self-learning module integrated 
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Figure 5. Expert system inference logic.

into the system to re-learn the model on the new data on the basis of the existing model, adjust the 
parameters of the model, and continuously improve the prediction accuracy.

5.1 XGBoost algorithm principle
XGBoost means eXtreme Gradient Boosting algorithm, and its essence is a binary tree based on the 
Gradient Boosting algorithm. Its model realization is to add a new tree at each iteration, and increase the 
weight of the sample data with the wrong prediction of the new tree, to achieve the goal of improving model 
accuracy after continuous iteration.

The model’s objective function innovatively introduces a regularization term to calculate the model 
complexity, which avoids the natural overfitting characteristic of the binary tree model, and also greatly 
improves the operation speed of the model, making the operation speed more than ten times faster than the 
other models, which meets the real-time requirements of the expert system. Moreover, the algorithm adopts 
cache access mode and data compression processing, which supports the expansion of the model to more 
than billions of instances, and meets the requirements of multiple parameters and fast data growth in the 
welding field.

In Equation (1), function L is the loss function of the model, which measures the difference between the 
true value yi and the predicted value ŷi . m is the total number of samples. The Ω part measures the 
complexity of the model, and fk represents the tree structure that retains the best performance in the kth 
iteration. This model was designed by Chen et al.[37]. The objective function consists of two parts: traditional 
loss function and model complexity calculation. As shown in Equation (2), the calculation of model 
complexity consists of the number of leaf nodes T of each tree as L1 regularization term and the cumulative 
sum of squares of leaf weights as L2 regularization term. By increasing the coefficients of the two terms as 
penalty terms, users can avoid the overfitting phenomenon caused by too many branches of the tree model. 
The above two formulas aim to strike a balance between the loss function and the relatively simple model 

OAE
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structure, and attempt to obtain the model parameters with less computational resources and higher model 
accuracy.

Chen TQ innovatively proposed the concepts of leaf nodes and leaf weights on trees. For each tree created 
by XGBoost, the structure ft performs the best in that iteration. By classifying the sample dataset on the tree, 
a tree is divided into q classes. The predicted value of each sample Xi on the tree is taken from the mean of 
all the samples on the leaf, which is the leaf weight , as shown in Equation (3). The total prediction of 
the entire model for a specific sample value is expressed by summing the predicted value of the sample on 
all trees, as shown in Equation (4).

Based on the above formulas, the objective function at the tth iteration is shown in Equation (5). According 
to the principle of XGBoost, now yi

(t) yi
(t-1) is a constant, so the optimization of the function is to optimize the 

tree structure generated by the next iteration each time. The smaller the partial value of the loss function of 
the XGBoost model, the smaller the deviation of prediction. The simpler the structure of the model, the 
smaller the corresponding prediction variance, which makes the model show an expected prediction effect 
no matter what type of data is applied.

5.2 Intelligent parameter recommendation
A complete set of the machine learning process includes data preprocessing, data exploration, feature 
engineering, machine learning modeling, parameter tuning, and test set validation. In this paper, for the 
intelligent prediction module of parameters, since this is a supervised regression problem, five regression 
prediction models containing linear regression, decision tree regression, random forest, polynomial 
regression and XGBoost are used to compare the model accuracy and operation speed on the same dataset. 
The dataset includes wire type, wire diameter, distance from conducting nozzle to the workpiece, wire 
feeding speed, and current, where current is used as the prediction column in this regression. There are 492 
samples in the dataset.

(1) Modeling steps

Firstly, considering that the dataset comes from the reasonable parameter scheme of the welding site, there 
are no outliers or missing values. After that, the data were mapped in MATLAB to make a study of the data 
relationship. The features were selected in combination with the relevant knowledge and experience of 
parameter calculation provided by experts. The linear regression, decision tree, random forest, polynomial 
regression and XGBoost model, which are widely used in the current regression machine learning 
algorithms, were used to fit the data. In the model-building process, grid search and learning curve drawing 
were used to optimize the parameters.

(2) Model parameter optimization

OAE
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The self-learning module of the system mainly realizes that when more instance data is accumulated in the 
system, the system calls the internally packaged function to optimize and reset the parameters of the 
machine learning model. XGBoost model has many parameters. Table 2 contains parameters mainly used 
for the process of parameter adjustment in this expert system.

As shown in Table 2, the XGBoost model has many parameters, different model has different parameters, 
and parameter adjustment is also different. In the design process of this expert system, grid search and 
learning curve drawing methods are combined to find the best parameters.

In Figure 6, the GridSearchCV library in the sklearn module is called to arrange all parameters to find the 
combination that makes the scoring index perform best. The drawing learning curve method used in 
Figure 7 mainly relies on the programmer’s judgment of the effect. Lines in the figure represent the effect of 
XGBoost under default parameters, grid search recommended parameters, and learning curve manual 
parameter adjustment.

From the trend of the lines in Figure 7, XGBoost has a good model effect only with the default parameters, 
which shows the power of the model design. The parameters determined by drawing the learning curve 
significantly reduced the degree of the overfitting phenomenon and performed best. The parameters by grid 
search reduce the error on the training set compared with the learning curve parameters. Grid search is the 
permutation and combination of all parameters, which is more time-consuming on medium and large 
datasets, but the advantage is that it is convenient to program, and users do not need to adjust parameters 
manually. By default, this expert system uses the grid search style to update machine learning models. Due 
to the time-consuming, the system will update the new data in the background when the data reaches the 
set threshold. After updating, the system will use the pickle library to save the new model for the next direct 
invocation.

(1) Model evaluation index

In the whole process, the ratio of 70% training set and 30% test set was used to divide the dataset. The same 
training set and test set for preliminary debugging are used to get the current parameter combination of the 
model, and the obtained parameter is used to train each model. After training, the mean absolute error 
(MAE), mean percentage of absolute error (MAPE), mean square error (MSE), and R2 (a common indicator 
of regression models in machine learning) were used to evaluate the accuracy of the model.

The calculation formulas of the model evaluation index in Table 3 are as follows:

OAE
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Table 2. XGBoost model parameter list

Model parameters Instructions

n_estimators Number of weak evaluators in the model

learning_rate To control the iteration rate of the tree

subsample The proportion of sampling from samples

max_depth Maximum tree depth of the weak evaluators

objective The objective function

gamma A decrease in objective function to minimize branching

reg_alpha L1 regularization coefficient in the objective function

reg_lambda L2 regularization coefficient in the objective function

n_jobs Number of parallel threads used to run model

random_state Random seed

colsample_bytree The proportion of features selected each time

Table 3. Each model’s performance on the test set

Evaluation index MAE MAPE MSE R2

Test set

Linear regression 22.1175 11.6555% 870.8522 0.9148

Decision tree regression 2.8114 1.4815% 43.3126 0.9958

Random forest 4.5157 2.3797% 57.0616 0.9944

Polynomial regression 2.9628 1.5614% 14.4916 0.9986

XGBoost 2.4408 1.2863% 12.3635 0.9988

Figure 6. Grid-search codes and results.
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Figure 7. Learning curve search parameters. The X-axis represents the number of weak estimators used in the current model, and the 
Y-axis shows the mean square error of the model.

(2) Model effect analogy

In Figure 8, the linear regression model has a large variance and low stability after fitting. The fitting effect 
of the regression tree and random forest regressor is similar, which is more stable than that predicted by the 
linear regression model, but some data are still not fitted. Obviously, the dataset performs better on 
polynomial regression and XGBoost, and the model prediction has higher accuracy. Combined with the 
accuracy in Table 3, the XGBoost model is superior in all aspects. The model is integrated by multiple weak 
estimators and has a more stable prediction accuracy regardless of large or small datasets. Based on this, 
XGBoost is adopted as the parameter prediction model in this system, and the actual welding verification 
shows that the model has a good prediction effect.

6. SYSTEM TEST AND APPLICATION
6.1 System workflow
The software is mainly divided into two functional modules: welding parameter design and weld cost 
calculation. The parameter design module includes three interfaces, and the user can input information on 
the first two interfaces according to the actual welding conditions. The system workflow is shown in 
Figure 9, and the final output is shown in Figure 10. The button on the interface supports the integration of 
all parameter information into WPS for direct use [Figure 11].

The interface of the cost calculation module is shown in Figure 12. The user completes the input of weld, 
procedure and cost related parameters on the interface, and the total cost is calculated and displayed in real 
time. Save, export and import buttons support the function of saving the cost information entered by the 
user into the database, generating the weld cost file, and reading the unfinished weld information to the 
work area to continue writing. The statistics button supports statistics of all parameters under the current 
product. Single mode displays the cost information of a single weld, while the comparison mode can display 
the cost comparison of two welds.

6.2 Actual application effect
The components of the robot system used are shown in Figure 13. After users input information, the 
welding effect diagram of the WPS recommended by the expert system in the actual scene is shown in 
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Figure 8. Model fitting data renderings. The X-axis represents the id of the data sample, and the Y-axis represents the value. A: linear 
regression model; B: respectively are the fitting effects of decision tree regression and random forest, both of which are based on binary 
trees; C: the model of polynomial regression and XGBoost, both have high prediction accuracies.

Figure 14, and the welding parameters used are the output parameters in Figure 10.

It is easy to see that the welds are well formed with good consistency and less spatter. The weld has no 
external defects such as edge bite, pore and weld tumor. The measured size of the leg length is 16 × 16, 
which is consistent with the setting of the expert system. As shown in the macro section photos of the weld 
in Figure 15 below, the internal fusion of the weld is good, and there are no cracks, pores and other internal 
defects in the weld. Therefore, the research and development of the expert system are quite necessary.

7. CONCLUSION
After the machine learning model is trained on the initial training set, the model migrates to the expert 
system, and users use the system to generate new data instances later. When the number of data instances 
accumulates to a certain extent, the software optimizes and updates the model parameters in the 
background, continuously improves the prediction accuracy, and avoids waiting a long time for model 
updates. After downloading, the software carries the initial rule base and database, which can realize all 
functions of the expert system. With the self-learning module, the rule base and database can be 
dynamically updated to cope with different welding scenes.

Compared with other procedure design expert systems, this system improves the expansion mechanism of 
the knowledge base and database, realizes the dynamic update by using machine learning, and can adapt to 
different situations by selecting different databases. This system will be easy to modify knowledge has been 
made into an interface; users do not need to operate the database by themselves, but the rest of the 
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Figure 9. Work flow chart.

Figure 10. Output parameter interface.
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Figure 11. The generated WPS.

Figure 12. Cost calculation interface.
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Figure 13. Robot system.

Figure 14. Welding renderings.

knowledge representation, modification of the latter mainly relies on programmers to achieve, and it is 
hoped that in the future the formation of a welding knowledge representation system for the welding field 
can be considered. To realize the full automation of knowledge base representation and acquisition and 
avoid the repeated development of enterprise-oriented and data-oriented expert systems.
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Figure 15. Weld macro section figures.
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Abstract
The unmanned aerial vehicle (UAV) has been applied in unmanned air combat because of its flexibility and practicality.
The short-range air combat situation is rapidly changing, and the UAV has to make the autonomous maneuver deci-
sion as quickly as possible. In this paper, a type of short-range air combat maneuver decision method based on deep
reinforcement learning is proposed. Firstly, the combat environment, including UAV motion model and the position
and velocity relationships, is described. On this basic, the combat process is established. Secondly, some improved
points based on proximal policy optimization (PPO) are proposed to enhance the maneuver decision-making ability.
The gate recurrent unit (GRU) can help PPO make decisions with continuous timestep data. The actor network’s in-
put is the observation of UAV, however, the input of the critic network, named state, includes the blood values which
cannot be observed directly. In addition, the action space with 15 basic actions and well-designed reward function are
proposed to combine the air combat environment and PPO. In particular, the reward function is divided into dense
reward, event reward and end-game reward to ensure the training feasibility. The training process is composed of
three phases to shorten the training time. Finally, the designed maneuver decision method is verified through the
ablation study and confrontment tests. The results show that the UAVwith the proposedmaneuver decision method
can obtain an effective action policy to make a more flexible decision in air combat.

Keywords: Short-range air combat, unmanned aerial vehicle, deep reinforcement learning, maneuver decision, prox-
imal policy optimization, flight simulation
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1. INTRODUCTION
The unmanned aerial vehicle (UAV) has been applied in many fields for its low cost and high efficiency, in-
cluding the military domain [1,2]. As sensors, artificial intelligence (AI) and other related technologies are de-
veloped and applied to UAV, the serviceable range of UAV in the military has been significantly expanded [3].
Air combat is one of the fields where the UAV is utilized.

The air combat is incredibly complex due to the difficulty of predicting the various scenarios that may arise
unpredictably. During the combat, especially in short-range air combat, the UAV performs violent maneu-
vers which make the combat scenarios change instantly. There are roughly three categories of methods, op-
timization methods, game theory methods and AI methods, to solve the short-range air combat maneuver
decision-making problem [3,4]. For the optimization methods, the maneuver decision problem is turned into
an optimization problem, and solved by the optimization theories, like optimization algorithms [4,5]. However,
the optimization problem for air combat is a high-dimensional and large-scale problem that is usually so diffi-
cult and complex that most optimization-based decision-making algorithms cannot be executed in real-time
and adapt to practical constraints. Game theory methods, especially differential games [6,7], are another pop-
ular method to solve air combat maneuver decision problems. Whereas, the mathematical models of game
theory methods are difficult to establish and their solutions are always hard to prove the adequacy and neces-
sity [4]. For the complex air combat problem, AI methods catch the scholars for their flexibility and operability.
The expert system method [8] is one of the AI methods, which tries to map the human knowledge and experi-
ence into the flight rule library to complete the maneuver decision. However, the mapping process is complex
because human knowledge and experience are always hard to generalize into rules and describe mathemati-
cally. On the other hand, once the rule library has been built, the maneuver policy is fixed and inflexible [3].
The methods based on reinforcement learning (RL) are popular for air combat problems recently.

RL is a type of machine learning method that improves its action policy with respect to the reward obtained
by repeated trial and error in an interactive environment [9]. In recent years, the neural network has been
combined with RL, which is called deep reinforcement learning (DRL). Many types of DRL algorithms have
been proposed, like deep Q network (DQN), deep deterministic policy gradient (DDPG), proximal policy op-
timization (PPO), etc. DRL has been applied in UAV path control [10], quadrupedal locomotion control [11],
autonomous platoon control [12], etc. At the same time, DRL has been used to improve the operational effi-
ciency of air combat [9,13,14]. In ref. [3], the DQN is used to solve one-to-one short-range air combat with an
evaluation model and maneuver decision model, and basic-confrontation training is presented because of the
huge computation load. The PPO is used to learn the continuous 3-DoF short-range air combat strategy in
ref. [15], and it can adapt to the combat environment to beat the enemy who uses the minmax strategy. With
the DRL method, the UAV can adapt to the changing combat situation and make a reasonable maneuver de-
cision. However, the huge computation load and slow training speed are still the main issues that needs to be
addressed when combining DRL with air combat problems.

In this paper, the problem of one-to-one UAV short-range air combat maneuver decision-making is studied.
The main contributions are summarized as follows.

(1)The air combat environment with the attacking and advantage areas is designed to describe the relationship
between the UAVs. And to increase the confrontment difficulty, the attacking conditions, blood values and
the enemy action policy consisting of prediction and decision are introduced.

(2)TheGRU layer is applied to design the neural networkswhich are used as the PPO’s actor and critic networks.
On the other hand, the observation of the UAV for actor network and combat state information for critic
network are designed to separate their roles.
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Figure 1. The UAV’s motion model in the ground coordinate system. UAV: unmanned aerial vehicle

(3) To improve flexibility and intelligence during the confrontment, the reward function is divided into three
parts: dense reward, event reward and end-game reward. Then, the phased training process is designed from
easy to difficult to ensure the feasibility of training.

The remainder of this paper is organized as follows. In section II, the UAVmotion model, air combat environ-
ment and its process are introduced. Then the method designed is explained in section III, which includes the
PPO algorithm, some improved points and the design for state, action and reward function to combine the
PPO algorithm with the air combat problem. The action policy for the enemy and training process is also in-
troduced. Next, the training results and simulation analysis are presented in section IV. Finally, the conclusion
is presented in section V.

2. PROBLEM FORMULATION
2.1. UAV motion model
The three-degree-of-freedom UAV model is considered because the main consideration in short-range air
combat problem is the position and velocity relationship between the two sides [3]. The motion model is es-
tablished in the ground coordinate system as East-North-Up (ENU) coordinate system, which is shown in
Figure 1.

To simplify the problem, assume that the velocity direction is fixedwith the -axis of the body coordinate system,
and the UAV’s motion model is shown as [14,16]



¤𝑥 = 𝑣 cos 𝜃 cos𝜓
¤𝑦 = 𝑣 cos 𝜃 sin𝜓
¤𝑧 = 𝑣 sin 𝜃
¤𝑣 = 𝑔 (𝑛𝑥 − sin 𝜃)
¤𝜃 = 𝑔

𝑣
(𝑛𝑧 cos 𝛾 − cos 𝜃)

¤𝜓 =
𝑔𝑛𝑧 sin 𝛾
𝑣 cos 𝜃

, (1)

where 𝑥, 𝑦 and 𝑧 are the UAV’s position coordinate values and p = [𝑥, 𝑦, 𝑧]𝑇 , 𝑣 = ‖v‖ is the velocity, ¤𝑥, ¤𝑦 and ¤𝑧
are the values of v on the ground coordinate axes, 𝛾, 𝜃 and 𝜓 represent the flight-path bank angle, flight-path
angle and heading angle respectively, 𝑔 is the acceleration of gravity, 𝑛𝑥 is the overload in velocity direction,
and 𝑛𝑧 is the normal overload. Noting that the heading angle 𝜓 is the angle between v’, the projection of v on
the 𝑥𝑜𝑦 plane, and 𝑜𝑥 axis. The basic control parameters 𝑛𝑥 , 𝑛𝑧 and 𝛾 in the motion model can be expressed as
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Figure 2. The relationship between the red and blue sides during the battle.

a control input vector u = [𝑛𝑥 , 𝑛𝑧, 𝛾]𝑇 ∈ R3, which can be used to control the UAV’s position and velocity in
the air combat maneuver decisionmaking [16]. At the same time, the UAV’s motionmust satisfy the constraints
which are expressed as [3]



𝑣min ⩽ 𝑣 ⩽ 𝑣max

𝜃min ⩽ 𝜃 ⩽ 𝜃max

−𝜋 < 𝛾 ⩽ 𝜋
0 ⩽ 𝜓 < 2𝜋
𝑛𝑥min ⩽ 𝑛𝑥 ⩽ 𝑛𝑥max

𝑛𝑧min ⩽ 𝑛𝑧 ⩽ 𝑛𝑧max

, (2)

where subscript 𝑚𝑖𝑛 and 𝑚𝑎𝑥 mean the minimum and maximum values, and the parameters are set as 𝑣min =
30𝑚/𝑠, 𝑣max = 150𝑚/𝑠, 𝜃min = −𝜋/4, 𝜃max = 𝜋/4, 𝑛𝑥min = −1, 𝑛𝑥max = 2.5, 𝑛𝑧min = −4 and 𝑛𝑧max = 4. These
constraints are judged and processed when the control input vector u is input to the UAV motion model and
the UAV state, including 𝑣, 𝜃 and 𝜓, is updated.

By giving the control parameters’ values and UAV’s state at the time step 𝑡, the UAV’s state at the time step 𝑡 + 1
can be easily obtained by the Runge-Kutta method [14].

2.2. Air combat environment
In the one-to-one short-range air combat environment, there are two UAVs, divided into red and blue. The
red aims to gain the advantage situation over the blue until the blue side is destroyed by its weapon, and the
blue aims to do the opposite [4]. In this paper, the red UAV is controlled by the proposed decision method
based on DRL algorithm. The relationship between the red and blue sides during the battle, which is shown
in Figure 2, is mainly described by both sides’ velocity vectors, the red’s velocity v𝑟 and the blue’s velocity v𝑏 ,
and the relative position vector D, which can be expressed as

D = p𝑏 − p𝑟 , (3)

where p𝑟 and p𝑏 are the red and blue’s position vectors respectively.
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The angle 𝜑𝑟 , named the attacking angle, is between v𝑟 and D, and the formula can be expressed as [16]

𝜑𝑟 = arccos
v𝑟 · D

‖v𝑟 ‖ · ‖D‖ . (4)

During the confrontation, the red has a chance to attack and deal damage to the blue only if the blue is in its
attacking area. 𝜑𝑟 can be used to describe whether the blue in the red’s attacking area and the conditions can
be described as

{
𝐷𝑎𝑡𝑡,min ⩽ ‖D‖ ⩽ 𝐷𝑎𝑡𝑡,max
𝜑𝑟 ⩽ 𝜑𝑎𝑡𝑡,max

, (5)

where 𝐷𝑎𝑡𝑡,min and 𝐷𝑎𝑡𝑡,max are the minimum and maximum attacking distances, and 𝜑𝑎𝑡𝑡,max is the maximum
attacking angle that has a chance to deal damage.

The angle 𝜑𝑏 , named escaping angle, is between v𝑏 and D, and the formula is expressed as [16]

𝜑𝑏 = arccos
v𝑏 · D

‖v𝑏 ‖ · ‖D‖ . (6)

During the confrontation, the red not only needs to keep the blue in its attacking area but also tries to avoid
being attacked by the blue. Thus, the advantage area for the red is defined behind the blue and can be described
as

{
𝐷𝑎𝑑𝑣,min ⩽ ‖D‖ ⩽ 𝐷𝑎𝑑𝑣,max
𝜑𝑏 ⩽ 𝜑𝑒𝑠𝑝,max

, (7)

where 𝐷𝑎𝑑𝑣,min and 𝐷𝑎𝑑𝑣,max are the minimum and maximum advantage distances, and 𝜑𝑒𝑠𝑝,max is the maxi-
mum escaping angle that the red is in its advantage area.

During air combat, theUAVhas limited attacking resource and needs attack only under certain conditions. The
enemy should be both within the red’s attacking area and hard to escape. These conditions can be described
as [15]


𝐷𝑎𝑡𝑡,min ⩽ ‖D‖ ⩽ 𝐷𝑎𝑡𝑡,max
𝜑𝑟 ⩽ 𝜑𝑎𝑡𝑡,max
𝜑𝑏 ⩽ 𝜑𝑒𝑠𝑝,𝑎𝑡𝑡

, (8)

where 𝜑𝑒𝑠𝑝,𝑎𝑡𝑡 is the maximum escape angle for the enemy if the red wants to make a successful attack. On
the other hand, not every attack could cause damage to the other side, and it will probably take more than an
attack to destroy the other side. Thus, it is assumed that the UAVs have blood value 𝐵0 when initialized, and
every attack has the probability 𝑝𝑎𝑡𝑡 to cause some damage Δ𝐵, which is shown as
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Figure 3. Short-range air combat framework.

Δ𝐵 =


−𝐵1 0 ≤ 𝑝 < 𝑝𝑎𝑡𝑡1
−𝐵2 𝑝𝑎𝑡𝑡1 ≤ 𝑝 < 𝑝𝑎𝑡𝑡2
−𝐵3 𝑝𝑎𝑡𝑡2 ≤ 𝑝 < 𝑝𝑎𝑡𝑡
0 𝑝 ≥ 𝑝𝑎𝑡𝑡

, (9)

where 𝑝 ∈ [0, 1] is a random number, 𝐵1, 𝐵2, 𝐵3 are the reduced blood values after an attack, and 𝑝𝑎𝑡𝑡1 and
𝑝𝑎𝑡𝑡2 are the threshold of probability.

Note that Figure 1 is shown from the red perspective, and the relative relationship between the two sides can
also be defined from the blue perspective in the same way. In the view of the blue, distance vectorD′, attacking
angle 𝜑′𝑏 , and escaping angle 𝜑

′
𝑟 are defined like Equations (4-8), and the attacking conditions are defined as


𝐷𝑎𝑡𝑡,min ⩽ ‖D′‖ ⩽ 𝐷𝑎𝑡𝑡,max
𝜑′𝑏 ⩽ 𝜑𝑎𝑡𝑡,max
𝜑′𝑟 ⩽ 𝜑𝑒𝑠𝑝,max

. (10)

2.3. Air combat process
For an episode of one-to-one short-range air combat, the red and the blue are initiated, then confront in the
combat environment until the conditions for the end of the episode are satisfied [17]. An episode ends when the
red or the blue is damaged or themaximumdecision step 𝑡max is reached. If theUAV is out of the range of height
or its blood value 𝐵 is reduced to zero, this UAV will be judged as damaged. There are three types of results for
the red, win, loss and draw, at the end of an episode. The red wins over the blue only when the blue is damaged
before reaching the 𝑡max. Similarly, the red is lost when it is damaged before the blue within 𝑡max time steps.
The draw result means that both sides are still undamaged when the maximum decision step 𝑡max is reached.
The duration for each step is 𝑡𝑠𝑡𝑒𝑝 . At every step in an episode, the red and the blue will make a maneuver
decision by its action policy respectively to get the u𝑟 and u𝑏 . During a step, the UAVs will continually execute
u𝑟 and u𝑏 until another maneuver decision-making starts. The flag 𝑑𝑜𝑛𝑒 shows when the episode ends. In
this paper, the action policy of the red is actor network which is updated by the PPO algorithm, and the blue’s
action policy is described in section 3.6. The air combat framework is shown in Figure 3 and the process in an
episode is shown in Algorithm 1.

3. AIR COMBAT DECISION METHOD DESIGN
3.1. PPO algorithm and improvement
The PPO algorithm is a type of DRL algorithm that has been used in many types of problems. In this part, the
basic PPO algorithm and its usage in short-range air combat are introduced.
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Algorithm 1 Air combat process in an episode

Input: position: p𝑟 , p𝑏 ; velocity: v𝑟 , v𝑏 ; blood: 𝐵𝑟 = 𝐵𝑏 = 𝐵0; number of steps: 𝑡max; step: 𝑡 = 1; damage:
𝑑𝑎𝑚𝑟 = 𝑑𝑎𝑚𝑏 = 𝐹𝑎𝑙𝑠𝑒; height range: [0, 𝑧max]

Output: confrontation result in the view of the red
1: for all 𝑡 ⩽ 𝑡max do
2: set 𝑑𝑜𝑛𝑒 = 𝐹𝑎𝑙𝑠𝑒
3: use the red’s action policy to get u𝑟
4: use the blue’s action policy to get u𝑏
5: update the red’s and the blue’s positions and velocities by Equation (1)
6: if 𝑧𝑟 ∉ [0, 𝑧max] or 𝐵𝑟 ⩽ 0 then
7: set 𝐵𝑟 = 0 and 𝑑𝑎𝑚𝑟 = 𝑇𝑟𝑢𝑒
8: end if
9: if 𝑧𝑏 ∉ [0, 𝑧max] or 𝐵𝑏 ⩽ 0 then
10: set 𝐵𝑏 = 0 and 𝑑𝑎𝑚𝑏 = 𝑇𝑟𝑢𝑒
11: end if
12: if 𝑑𝑎𝑚𝑟 is 𝐹𝑎𝑙𝑠𝑒 then
13: calculate 𝜑𝑟 and 𝜑𝑏 in the view of the red by Equations (4) and (6)
14: if satisfy Equation (8) then
15: get a random number 𝑝 ∈ [0, 1]
16: calculate Δ𝐵 by Equation (9)
17: set 𝐵𝑏 = 𝐵𝑏 + Δ𝐵
18: end if
19: end if
20: if 𝑑𝑎𝑚𝑏 is 𝐹𝑎𝑙𝑠𝑒 then
21: calculate 𝜑′𝑟 and 𝜑′𝑏 in the view of the blue
22: if satisfy Equation (10) then
23: get a random number 𝑝 ∈ [0, 1]
24: calculate Δ𝐵 by Equation (9)
25: set 𝐵𝑟 = 𝐵𝑟 + Δ𝐵
26: end if
27: end if
28: if 𝑑𝑎𝑚𝑟 is 𝐹𝑎𝑙𝑠𝑒 and 𝑑𝑎𝑚𝑏 is 𝑇𝑟𝑢𝑒 then
29: set 𝑑𝑜𝑛𝑒 = 𝑇𝑟𝑢𝑒
30: return red win
31: else if 𝑑𝑎𝑚𝑟 is 𝑇𝑟𝑢𝑒 and 𝑑𝑎𝑚𝑏 is 𝐹𝑎𝑙𝑠𝑒 then
32: set 𝑑𝑜𝑛𝑒 = 𝑇𝑟𝑢𝑒
33: return red loss
34: else if 𝑑𝑎𝑚𝑟 is 𝑇𝑟𝑢𝑒 and 𝑑𝑎𝑚𝑏 is 𝑇𝑟𝑢𝑒 then
35: set 𝑑𝑜𝑛𝑒 = 𝑇𝑟𝑢𝑒
36: return tie
37: else if 𝑡 = 𝑡max then
38: set 𝑑𝑜𝑛𝑒 = 𝑇𝑟𝑢𝑒
39: return tie
40: else
41: set 𝑡 = 𝑡 + 1
42: end if
43: end for
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3.1.1. The PPO algorithm
The PPO algorithm is based on the actor-critic framework and the policy gradient method (PG), which can
be applied to continuous or discrete motion space problems. [18] PG-based algorithms maximize the action
policy’s expected return by updating the action policy directl [19]. The PPO algorithm’s main objective is [18]

𝐿 (𝜃) = E [𝐿𝑎𝑐𝑡𝑜𝑟 (𝜃) − 𝑐1𝐿𝑐𝑟𝑖𝑡𝑖𝑐 (𝜃) + 𝑐2𝑆𝜃 (𝑜𝑡)] , (11)

where 𝐿𝑎𝑐𝑡𝑜𝑟 and 𝐿𝑐𝑟𝑖𝑡𝑖𝑐 are the loss function for actor network and critic network, 𝜃 is the parameters of
networks, 𝑐1 and 𝑐2 are coefficients, 𝑆𝜃 is the entropy bonus which is used to ensure sufficient exploration, and
𝑜𝑡 is the observation of the actor network [18]. By considering these terms, the loss calculated by Equation (11)
is related to the parameters of actor and critic networks. 𝐿𝑎𝑐𝑡𝑜𝑟 is defined as

𝐿𝑎𝑐𝑡𝑜𝑟 (𝜃) = E
[
min

(
𝑟 (𝜃) 𝐴̂, clip (𝑟 (𝜃) , 1 − 𝜀, 1 + 𝜀) 𝐴̂

)]
, (12)

where 𝑟 (𝜃) = 𝜋𝜃 (𝑎𝑡 |𝑜𝑡)/𝜋𝜃𝑜𝑙𝑑 (𝑎𝑡 |𝑜𝑡) is the probability ratio. It is the probability of 𝑎𝑡 with 𝑜𝑡 under latest
action policy 𝜋𝜃 and action policy before update 𝜋𝜃𝑜𝑙𝑑 , is the clipping function which is to ensure the policy
from 𝜋𝜃𝑜𝑙𝑑 to 𝜋𝜃 doesn’t change too much. 𝐴̂ is the estimator of the advantage function, and the generalized
advantage estimation (GAE) is used to calculate it [20]. The 𝐿𝑐𝑟𝑖𝑡𝑖𝑐 is defined as [18]

𝐿𝑐𝑟𝑖𝑡𝑖𝑐 (𝜃) =
1
2
(𝑉𝜃 (𝑠) − 𝑅 (𝑠))2, (13)

where𝑉𝜃 is the state-value function, which means the critic network in the PPO algorithm, and 𝑅 is the return.

In this paper, the red’s action policy is based on the PPO algorithm. Thus, u𝑟 is generated based on the actor
network. The output of actor network is a probability distribution 𝑑𝑖𝑠𝑡, which is the selection probability of
each action for the red under the observation. Then, the action 𝑎 is sampled from the 𝑑𝑖𝑠𝑡, which means
the index of selected action in the action space [21]. Finally, u𝑟 can be generated by the designed action space.
Noting that the log _𝑝𝑟𝑜𝑏 is the logarithm of 𝑑𝑖𝑠𝑡. The usage of the PPO algorithm in short-range air combat
is shown as Algorithm 2 [21].

3.1.2. Improved points
To improve the training effect, some improvement points are adopted in this paper, and the framework of PPO
algorithm for short-range air combat is shown in Figure 4.

The first improvement point is considering the historical combat data when making decision. During the
confrontation, the red must gradually accumulate the situational advantages over the blue and finally beat it.
Therefore, decision on current action should take into account the previous air combat situations. The link
between the action decision and historical air combat experience is established by adding the gate recurrent
unit (GRU) [22] to the neural network. The GRU is a type of recurrent neural network (RNN), which can
adaptively capture the time’s dependencies in different scales [22], similar to long short-term memory (LSTM).
However, the GRU is easier to train and more efficient than LSTM. The GRU layer, the hidden layer using
GRU, is used in both actor network and critic network. The networks’ inputs, observation and state, are firstly
processed by the fully connected network to extract the inputs’ features. Then the features are fused with
historical features by the GRU layer to obtain the integrated features considering the historical situational
features. The specific process is shown in Figure 4.
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Algorithm 2The usage of the PPO algorithm in short-range air combat

1: initialize the PPO’s hyperparameters, including epoch 𝐾 , the number of the minimum experience for
training 𝑁 , etc.

2: initialize the air combat environment including the UAVs’ positions, velocities, blood values, etc.
3: initialize the number of experiences in experience buffer 𝑖 = 0
4: for all 𝑒𝑝𝑖𝑠𝑜𝑑𝑒 ∈ 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑒𝑝𝑖𝑠𝑜𝑑𝑒𝑠 do
5: execute the process shown in Algorithm 1, including updating the UAVs’ positions, velocities, blood

values and damage flags. For each time step, 𝑜, state and reward are generated, and the experiences
are generated, then set 𝑖 = 𝑖 + 1

6: if 𝑖 ≥ 𝑁 then
7: calculate the return for every step and normalize the advantage
8: set 𝑘 = 1
9: for all 𝑘 ≤ 𝐾 do
10: sample from the experience buffer based on the batch size
11: calculate the loss of each batch by Equation (11)
12: update the networks’ parameters by Adam optimizer
13: set 𝑘 = 𝑘 + 1
14: end for
15: set 𝑖 = 0 and clear the experience buffer
16: end if
17: end for
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Figure 4. The PPO algorithm framework for short-range air combat.

The second improvement point is to differentiate the neural network inputs. For the basic PPO algorithm, the
critic network uses the same input as the actor network, which is named state space [20]. However, the actor
and critic networks play different roles in the algorithm. The actor network’s state space is in the view of the red
because the actor network’s input is the red’s observation of the air combat environment. On the other hand,
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the critic network is used to evaluate the output of the actor network by its output, the critic value, based on
the current air combat situation [23]. Thus, the input of critic network can be more objective and include some
information that cannot be observed by the red. In this vein, the observation 𝑜 from the observation generator
and the state 𝑠 from the state generator are designed for actor network and critic network respectively, as shown
in Figure 4.

The third improvement point is a variable-sized experience buffer. For each time step, the experiences are
stored in the experience buffer in order. During the training, it is divided into thousands of episodes, and
each episode is over if it satisfies the ending condition. Thus, the length of each episode may be different.
To make the training more general, the network parameters are updated until enough experiences are stored.
However, the return calculation should be calculated on the basis of the complete experiences. Therefore, when
the networks are updated, the numbers of experiences, which are larger than the number of the minimum
experience for training 𝑁 , are different to make sure that the same episode’s experiences are stored in the
buffer.

The fourth improvement point is the phased training process, which is discussed in section 3.6.

3.2. State space design
The state space of air combat should contain the information of the red and the blue UAVs, and a suitable
designed state space can speed up the convergence of training. In this part, two state spaces designed for actor
network and critic network are introduced.

3.2.1. The actor network’s state space
The designed state space consists of two parts, position information 𝑠𝑝𝑜𝑠 and velocity information 𝑠𝑣𝑒𝑙 which
is expressed as

𝑠𝑎𝑐𝑡𝑜𝑟 =
[
𝑠𝑇𝑝𝑜𝑠, 𝑠

𝑇
𝑣𝑒𝑙

]𝑇
. (14)

The 𝑠𝑝𝑜𝑠 is the position relationship between the UAVs, which is defined as [24]

𝑠𝑝𝑜𝑠 = [𝑥𝑟 − 𝑥𝑏 , 𝑦𝑟 − 𝑦𝑏 , 𝑧𝑟 , 𝐷, 𝜃𝐷 , 𝜓𝐷]𝑇 , (15)

where the subscript 𝑟 and 𝑏 represent the information for the red and blue, 𝐷 = ‖D‖, and 𝜃𝐷 and 𝜓𝐷 are the
flight-path angle and heading angle for D respectively, which are similar to the 𝜃 and 𝜓 for v in Figure 2. The
𝜃𝐷 and 𝜓𝐷 are described as [14]

𝜃𝐷 = arcsin
𝑧𝑏 − 𝑧𝑟
𝐷

,

𝜓𝐷 =

{
atan 2 (𝑦𝑏 − 𝑦𝑟 , 𝑥𝑏 − 𝑥𝑟 ) atan 2 (𝑦𝑏 − 𝑦𝑟 , 𝑥𝑏 − 𝑥𝑟 ) > 0
2𝜋 + atan 2 (𝑦𝑏 − 𝑦𝑟 , 𝑥𝑏 − 𝑥𝑟 ) atan 2 (𝑦𝑏 − 𝑦𝑟 , 𝑥𝑏 − 𝑥𝑟 ) < 0

,
(16)

where atan 2 (𝑦, 𝑥) ∈ [−𝜋, 𝜋] returns the angle between [𝑥, 𝑦]𝑇 and 𝑥 axis. The 𝑠𝑣𝑒𝑙 is the velocity relationship
between the UAVs, which is defined as [14]

𝑠𝑣𝑒𝑙 = [ ¤𝑥𝑟 − ¤𝑥𝑏 , ¤𝑦𝑟 − ¤𝑦𝑏 , ¤𝑧𝑟 − ¤𝑧𝑏 , 𝜑𝑏 , 𝜑𝑟 ]𝑇 . (17)
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At the same time, to avoid the difference between the values of each state variable from being too large to affect
the learning efficiency of the network, the normalization for every state variable is adopted. The threshold
vector 𝛿𝑎𝑐𝑡𝑜𝑟 for state variables is selected as

𝑚𝑎𝑡ℎ𝑏 𝑓 𝛿𝑎𝑐𝑡𝑜𝑟 = [𝐷𝑡ℎ, 𝐷𝑡ℎ, 𝐻𝑡ℎ, 𝐷𝑡ℎ, 𝜋, 2𝜋, 𝑣max − 𝑣min, 𝑣max − 𝑣min, 𝑣max − 𝑣min, 𝜋, 𝜋]𝑇 , (18)

where 𝐷𝑡ℎ and 𝐻𝑡ℎ are the threshold values for distance and height. Noting that the elements of 𝛿𝑎𝑐𝑡𝑜𝑟 and
𝑠𝑎𝑐𝑡𝑜𝑟 correspond one to one. Then, the normalization is executed by [3]

𝑜𝑖 =
𝑠𝑎𝑐𝑡𝑜𝑟,𝑖
𝛿𝑎𝑐𝑡𝑜𝑟,𝑖

· 𝑎 − 𝑏 𝑖 = 1, 2, · · · , 11, (19)

where 𝑜 is the normalized state vector, which is usually called the observation of the actor network. 𝑎 and 𝑏
are constants and satisfy 𝑎 = 2𝑏.

3.2.2. The critic network’s state space
The actor network gets action according to the relationship in the view of the red, but the critic network gets
the evaluation value based on the state of the air combat environment, which can include the information that
cannot be observed. Thus, the input for the critic network 𝑠𝑐𝑟𝑖𝑡𝑖𝑐 is defined as [17]

𝑠𝑐𝑟𝑖𝑡𝑖𝑐 = [𝐷, 𝜑𝑟 , 𝜑𝑏 , 𝑧𝑏 − 𝑧𝑟 , 𝜓𝐷 , 𝜓𝑏𝑟 , 𝜃𝑏𝑟 , 𝑣𝑟 − 𝑣𝑏 , 𝐵𝑟 , 𝐵𝑟𝑏]𝑇 , (20)

where subscript 𝑟𝑏 means the red’s value minus the blue’s and 𝑏𝑟 is on the contrary, and 𝐵𝑟 is the red’s residual
blood. The critic network’s state variables are also normalized and the threshold vector 𝛿𝑐𝑟𝑖𝑡𝑖𝑐 is selected as

𝛿𝑐𝑟𝑖𝑡𝑖𝑐 = [𝐷𝑡ℎ, 𝜋, 𝜋, 𝐻𝑡ℎ, 2𝜋, 𝜋, 𝜋, 𝑣max − 𝑣min, 𝐵0, 𝐵0/2]𝑇 . (21)

Then, the 𝑠𝑐𝑟𝑖𝑡𝑖𝑐 is normalized like Equation (19), and the normalized result is 𝑠.

3.3. Action space design
In the air combat problem, the UAV’s actions are always summed up as a maneuver library, which consists of
a series of tactical actions, such as high yo-yo, cobra maneuvering and so on [3]. Pilots can choose from the
library according to the combat situation. However, the establishment of the library is difficult and complex,
and these tactical actions can be disassembled into basic actions. Thus, fifteen basic actions 𝑎1, 𝑎2, · · · , 𝑎15 are
adopted to form the action space 𝐴, which includes five types of directions, forward, upward, downward, left
turn and right turn, and three types of speed control, maintenance, acceleration and deceleration [25]. Every
basic action in the designed library is a set of values of control parameters, [𝑛𝑥 , 𝑛𝑧, 𝛾]𝑇 , for the UAV motion
model. The designed maneuver library is shown in Table 1. Therefore, the action space is discrete and its
dimension is 15.

3.4. Reward function design
The aim of RL is to maximize the cumulative reward obtained from the environment. Therefore, the reward
function is the bridge to communicate the training result requirements to the DRL algorithm and its design
is extremely important [25]. In this paper, the reward function is well-designed and divided into three parts:

http://dx.doi.org/10.20517/ir.2023.04


Page 87 Zheng et al. Intell Robot 2023;3(1):76-94 I http://dx.doi.org/10.20517/ir.2023.04

Table 1. The basic action’s values in the designed action space

No. Action Values for [𝑛𝑥 , 𝑛𝑧 , 𝛾 ]𝑇 No. Action Values for [𝑛𝑥 , 𝑛𝑧 , 𝛾 ]𝑇

1 Forward, maintain 0; 1; 0 2 Forward, accelerate 2; 1; 0
3 Forward, decelerate -1; 1; 0 4 Upward, maintain 0; 3.5; 0
5 Upward, accelerate 2; 3.5; 0 6 Upward, decelerate -1; 3.5; 0
7 Downward, maintain 0; -3.5; 0 8 Downward, accelerate 2; -3.5; 0
9 Downward, decelerate -1; -3.5; 0 10 Left turn, maintain 0; 3.5; arccos (2/7)
11 Left turn, accelerate 2; 3.5; arccos (2/7) 12 Left turn, decelerate -1; 3.5; arccos (2/7)
13 Right turn, maintain 0; 3.5; - arccos (2/7) 14 Right turn, accelerate 2; 3.5; - arccos (2/7)
15 Right turn, decelerate -1; 3.5; - arccos (2/7)

dense reward, event reward and end-game reward. Different types of rewards are triggered under different
conditions to transmit different expectations. In this part, the reward function designed for short-range air
combat is introduced.

3.4.1. Dense reward
The red receives a dense reward from the air combat environment after completing the action for every step.
Thus, a properly designed dense reward can improve the red’s exploration efficiency and speed up the training
process. The dense reward is based on the air combat situatio [16] after the execution of the red’s and blue’s
actions and can be considered as the immediate situation value for the maneuvering decision-making. The
dense reward 𝑟𝑑𝑒𝑛𝑠𝑒 is defined as

𝑟𝑑𝑒𝑛𝑠𝑒 = (𝑤𝑎𝑟𝑎 + 𝑤𝑑𝑟𝑑 + 𝑤ℎ𝑟ℎ + 𝑤𝑣𝑟𝑣 − 1) · 𝑤𝑑𝑒𝑛𝑠𝑒, (22)

where 𝑟𝑎 , 𝑟𝑑 , 𝑟ℎ and 𝑟𝑣 are the angle reward, distance reward, height reward and velocity reward respectively,
and 𝑤𝑎 , 𝑤𝑑 , 𝑤ℎ, 𝑤𝑣 and 𝑤𝑑𝑒𝑛𝑠𝑒 are the weights. By giving a negative reward as a penalty term at every step,
the red will try to find ways to reduce the penalty by trying its best to increase 𝑟𝑎 , 𝑟𝑑 , 𝑟ℎ and 𝑟𝑣 as quickly as
possible. Thereby, the red can be trained more efficiently. 𝑟𝑎 represents the evaluation value of the azimuth
relationship between the red and blue, and is defined as

𝑟𝑎 =
𝜋 − 𝜑𝑟
𝜋

· 𝜋 − 𝜑𝑏
𝜋

. (23)

𝑟𝑑 represents how good the distance relationship is, which consists of two parts, 𝑟𝑑1 and 𝑟𝑑2, and satisfies
𝑟𝑑 = 𝑟𝑑1 + 𝑟𝑑2. 𝑟𝑑1 is defined as

𝑟𝑑1 =

{
0.25 Δ𝐷 < 0, 𝐷 > 𝐷𝑚𝑖𝑑

0 𝑜𝑡ℎ𝑒𝑟
, (24)

where Δ𝐷 is the distance difference from the previous time, and 𝐷𝑚𝑖𝑑 =
(
𝐷𝑎𝑡𝑡,min + 𝐷𝑎𝑡𝑡,max

) /
2 is the desired

distance during air combat. This means the red can receive the reward 𝑟𝑑1 only when the distance 𝐷 is larger
than 𝐷𝑚𝑖𝑑 and the red is closer to the blue than the previous time. 𝑟𝑑2 is defined as [16]

𝑟𝑑2 =


0.25 ·

(
𝑎𝐷1

(
𝐷 − 𝐷𝑎𝑑𝑣,max

)2 + 1
)

𝐷𝑎𝑑𝑣,max < 𝐷 ⩽ 𝐷𝑡ℎ

0.25 + 0.25 ·
(
𝑎𝐷2

(
𝐷 − 𝐷𝑎𝑡𝑡,max

)2 + 1
)

𝐷𝑎𝑡𝑡,max < 𝐷 ⩽ 𝐷𝑎𝑑𝑣,max

0.5 + 0.25 · 𝑎𝐷3
(
𝐷 − 𝐷𝑎𝑡𝑡,min

) (
𝐷 − 𝐷𝑎𝑡𝑡,max

)
𝐷𝑎𝑡𝑡,min < 𝐷 ⩽ 𝐷𝑎𝑡𝑡,max

0 𝑜𝑡ℎ𝑒𝑟

, (25)
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where 𝑎𝐷1, 𝑎𝐷2 and 𝑎𝐷3 are the parameters and defined as

𝑎𝐷1 = −1
/ (
𝐷𝑡ℎ − 𝐷𝑎𝑑𝑣,max

)2
𝑎𝐷2 = −1

/ (
𝐷𝑎𝑑𝑣,max − 𝐷𝑎𝑡𝑡,max

)2
𝑎𝐷3 = 1

/ ((
𝐷𝑚𝑖𝑑 − 𝐷𝑎𝑡𝑡,min

) (
𝐷𝑚𝑖𝑑 − 𝐷𝑎𝑡𝑡,max

) ) . (26)

𝑟ℎ represents the height advantage and is defined as

𝑟ℎ =



0.1 𝐻max < 𝑧𝑟 − 𝑧𝑏 < 𝐷𝑎𝑡𝑡,max
ℎ1(𝑧𝑟 − 𝑧𝑏 − 𝐻𝑎𝑑𝑣)2 + 1 𝐻𝑎𝑑𝑣 < 𝑧𝑟 − 𝑧𝑏 ⩽ 𝐻max
1 𝐻𝑎𝑡𝑡 < 𝑧𝑟 − 𝑧𝑏 ⩽ 𝐻𝑎𝑑𝑣
ℎ2(𝑧𝑟 − 𝑧𝑏 − 𝐻𝑎𝑡𝑡)2 + 1 𝐻min < 𝑧𝑟 − 𝑧𝑏 ⩽ 𝐻𝑎𝑡𝑡
0 𝑜𝑡ℎ𝑒𝑟

, (27)

where 𝐻max, 𝐻𝑎𝑑𝑣 , 𝐻𝑎𝑡𝑡 and 𝐻min are maximum desired height, desired advantage height, desired attacking
height and minimum desired height during the combat, and they satisfy 𝐻max > 𝐻𝑎𝑑𝑣 > 𝐻𝑎𝑡𝑡 > 𝐻min. ℎ1 and
ℎ2 are parameters that are defined as

ℎ1 = −0.9
/
(𝐻max − 𝐻𝑎𝑑𝑣)2

ℎ2 = −1
/
(𝐻min − 𝐻𝑎𝑡𝑡)2

. (28)

As for 𝑟𝑣 , it is the evaluation of the velocity for both sides and is defined as

𝑟𝑣 =


0.1 𝑣𝑟/𝑣𝑏 > 1.5
1 1.0 ⩽ 𝑣𝑟/𝑣𝑏 < 1.5
5 · 𝑣𝑟/𝑣𝑏 − 4 0.8 ⩽ 𝑣𝑟/𝑣𝑏 < 1.0
0 𝑜𝑡ℎ𝑒𝑟

. (29)

3.4.2. Event reward
During air combat, there are many types of events [24,26], such as attacking successfully, reaching the advantage
area, making the enemy in the attacking area and so on. By continuously triggering these events, the red will
beat the blue finally. Thus, the event reward is necessary to make the red consciously trigger these events
to maintain the advantage. This paper designs two types of event rewards: advantage area reward 𝑟𝑎𝑑𝑣 and
attacking reward 𝑟𝑎𝑡𝑡 . 𝑟𝑎𝑑𝑣 encourages the red for getting in the advantage area, and is defined as

𝑟𝑎𝑑𝑣 = 𝑤𝑎𝑑𝑣 ·
(
0.6 · 𝐷𝑎𝑑𝑣,max − 𝐷

𝐷𝑎𝑑𝑣,max − 𝐷𝑎𝑑𝑣,min
+ 0.4 · 𝜋 − 𝜑𝑟

𝜋

)
, (30)

where 𝑤𝑎𝑑𝑣 is the weight. By giving a changeable 𝑟𝑎𝑑𝑣 , the red is encouraged to keep in the advantage area and
get closer to the blue. Analogously, the blue can also be in the blue’s advantage area, which is harmful to the
red. In this situation, the penalty 𝑟′𝑎𝑑𝑣 , which satisfies 𝑟′𝑎𝑑𝑣 < 0 and |𝑟′𝑎𝑑𝑣 | > 𝑤𝑎𝑑𝑣 , will be given to the red to
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encourage it to turn over the situation as soon as possible. When the red succeeds to attack the blue, 𝑟𝑎𝑡𝑡 will
reward it. 𝑟𝑎𝑡𝑡 is a positive const number. On the other hand, if the red is attacked by the blue, it will get the
penalty 𝑟′𝑎𝑡𝑡 which satisfies 𝑟′𝑎𝑡𝑡 < 0 and |𝑟′𝑎𝑡𝑡 | > 𝑟𝑎𝑡𝑡 .

3.4.3. End-game reward
During the training, the draw result is regarded as a case in which the red loses and is used to motivate the red
to beat the blue. When the flag 𝑑𝑜𝑛𝑒 = 𝑇𝑟𝑢𝑒, which means an episode is over, the end-game reward will be
generated, and is defined as [25]

𝑟𝑒𝑛𝑑 =


𝑟0 + 𝑟1 ·

𝑡max − 𝑡
𝑡max

+ 𝑟2 ·
𝐵𝑟
𝐵0

win

−𝑟𝑙𝑜𝑠𝑠 loss
. (31)

where 𝑟0, 𝑟1, 𝑟2 and 𝑟𝑙𝑜𝑠𝑠 are positive numbers, and satisfy 𝑟0 + 𝑟1 + 𝑟2 ⩽ 𝑟𝑙𝑜𝑠𝑠.

3.5. Action policy for the Blue
During the training, a policy is adopted as the blue’s action policy, which consists of prediction and decision.
In the prediction step, the blue will predict which action the red will do at the next time step and then estimate
the red’s position and velocity at the next time step based on the predicted action. At the decision step, the blue
will find which action it should take to confront the red. To find which action is better, the thread function
𝑇 is defined [27], which consists of angle thread 𝑇𝜑, velocity thread 𝑇𝑣 , distance thread 𝑇𝑑 and height thread 𝑇ℎ.
Hence, 𝑇 is calculated by

𝑇 = 0.41 · 𝑇𝜑 + 0.26 · 𝑇𝑣 + 0.19 · 𝑇𝑑 + 0.14 · 𝑇ℎ . (32)

Noting that the definitions of 𝑇𝜑, 𝑇𝑣 , 𝑇𝑑 and 𝑇ℎ are the same as in ref. [27]. The blue’s action policy is described
as Algorithm 3.

3.6. Training process
In the confrontation training, the red and the blue confront each other for thousands of episodes in the air
combat environment. Every episode works as Algorithm 1 and for every step the blue makes the maneuver
decision as Algorithm 3. To train the red’s action policy with the DRL algorithm, the experience for every
step is stored. When satisfying the training conditions, the experiences will be used to update the red’s action
policy. To make sure the training is successful and to obtain satisfactory results, the training is divided into
three phases, basic, dominant and balanced [3]. The initial states for these phases are shown in Table 2.

The three phases constitute a progressive relationship, which means the later training is based on the training
results of the former training. The red’s actor network and critic network are loaded with the former trained
networks’ parameters before starting the training.

4. RESULTS
4.1. Parameters setting
The hyperparameters setting for the DRL algorithm is shown in Table 3 [18].

The parameters of the designed air combat environment are set as follows [15]. For the attacking distance, it is set
as𝐷𝑎𝑡𝑡,min = 40𝑚 and𝐷𝑎𝑡𝑡,max = 900𝑚. Themaximumattacking angle 𝜑𝑎𝑡𝑡,max = 𝜋/6 and themaximumescape
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Algorithm 3 Action policy of the blue

Input: position: p𝑟 , p𝑏 ; velocity: v𝑟 , v𝑏 ; action space: 𝐴; prediction time: 𝑡𝑝𝑟𝑒𝑑
Output: the blue’s action u𝑏

1: initialize the thread set Ξ
2: for all action 𝑎 in 𝐴 do
3: calculate the red’s p’𝑟 and v’𝑟 after 𝑡𝑝𝑟𝑒𝑑 with action 𝑎 by Equation (1)
4: calculate thread value by Equation (32) in the view of the red with p’𝑟 , v’𝑟 , p𝑏 and v𝑏
5: append the thread value to Ξ
6: end for
7: set 𝑖𝑛𝑑 equal to the index of the maximum value in Ξ
8: set u’𝑟 equal to 𝑖𝑛𝑑-th element in 𝐴
9: calculate the red’s p’𝑟 and v’𝑟 after 𝑡𝑝𝑟𝑒𝑑 with action u’𝑟 by Equation (1)
10: initialize the thread set Ξ
11: for all action 𝑎 in 𝐴 do
12: calculate the blue’s p’𝑏 and v’𝑏 after 𝑡𝑝𝑟𝑒𝑑 with action 𝑎 by Equation (1)
13: calculate thread value by Equation (32) in the view of the blue with p’𝑟 , v’𝑟 , p’𝑏 and v’𝑏
14: append the thread value to Ξ
15: end for
16: set 𝑖𝑛𝑑 equal to the index of the maximum value in Ξ
17: set u𝑏 equal to 𝑖𝑛𝑑-th element in 𝐴
18: return u𝑏

Table 2. The initial states of the UAVs in three training phases

Phases
Initial states Camp x (m) y (m) z (m) v (m/s) 𝜃 (deg) 𝜓 (deg)

Basic
Red [200, 1800] [1500, 3500] [700, 2500] 60 0 [−0.5𝜋, 0.5𝜋 ]
Blue [1500, 2200] [1500, 3500] [700, 2500] 60 0 [−0.3𝜋, 0.3𝜋 ]

Dominant
Red [200, 1800] [1500, 3500] [700, 2500] 60 0 [−0.5𝜋, 0.5𝜋 ]
Blue [1500, 2200] [1500, 3500] [700, 2500] 60 0 [−0.3𝜋, 0.3𝜋 ]

Balanced
Red [800, 4800] [0, 4500] [800, 3500] 60 0 [0, 2𝜋 ]
Blue [800, 4800] [0, 4500] [800, 3500] 60 0 [0, 2𝜋 ]

Table 3. The hyperparameters setting for the DRL algorithm

Hyperparameter Value Hyperparameter Value

Learning rate 0.00025 GAE paramerter 0.95
Discount 0.99 Minimum buffer size 𝑁 = 8192
Number of batches 4 Epoch 𝐾 = 5
Clip parameter 0.1 Main objective’s coefficients 𝑐1 = 0.5; 𝑐2 = 0.01

angle when attacking 𝜑𝑒𝑠𝑝,𝑎𝑡𝑡 = 𝜋/3. For the advantage area, it is set as 𝐷𝑎𝑑𝑣,min = 40𝑚, 𝐷𝑎𝑑𝑣,max = 1300𝑚
and 𝜑𝑒𝑠𝑝,max = 𝜋/3. For the blood, the probabilities are set as 𝑝𝑎𝑡𝑡1 = 0.1, 𝑝𝑎𝑡𝑡2 = 0.4 and 𝑝𝑎𝑡𝑡 = 0.8, and the
damage values are set as 𝐵0 = 300, 𝐵1 = 51, 𝐵2 = 21 and 𝐵3 = 11. For an episode, the maximum decision
step 𝑡max = 400𝑠 and the time step 𝑡𝑠𝑡𝑒𝑝 = 0.5𝑠. The threshold values are set as 𝐷𝑡ℎ = 𝐻𝑡ℎ = 5000𝑚. For the
reward function, the weights are set as 𝑟𝑎 = 0.15, 𝑟𝑑 = 0.6, 𝑟𝑣 = 0.1, 𝑟ℎ = 0.15, 𝑤𝑑𝑒𝑛𝑠𝑒 = 0.05 and 𝑤𝑎𝑑𝑣 = 0.05,
the parameters about height are set as 𝐻max = 500𝑚, 𝐻𝑎𝑑𝑣 = 300𝑚, 𝐻𝑎𝑡𝑡 = 100𝑚 and 𝐻min = −300𝑚, and the
parameters in end-game reward are set as 𝑟0 = 5, 𝑟1 = 3, 𝑟2 = 6 and 𝑟𝑙𝑜𝑠𝑠 = 15.

4.2. Training results in the phases
The four cases are trained with the hyperparameters in Table 3 and initial states in Table 2. Four cases are
compared in this paper, which are case I PPO, case II PPO with GRU, case III PPO with GRU and state input
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A B C

Figure 5. The episode returns of every episode in the three phases while training. A: the episode returns in the basic phase; B: the episode
returns in the dominant phase; C: the episode returns in the balanced phase.

and case IV PPO with state input. The state input means the inputs of actor and critic networks are different,
and if there is no GRU, the GRU layer in Figure 4 is replaced with linear layer with 128 units and ReLU.

In the basic phase, the UAVs’ states are shown in the first line of Table 2. The blue always performs the forward
and maintain action 𝑎0 and the red is initialized behind the blue. Four cases are trained with 30000 episodes
respectively. In the dominant phase, the UAVs’ states are shown in the second line of Table 2. The blue uses the
policy as Algorithm 2 and red is also initialized behind the blue. Four cases are trained with 40000 episodes
respectively, and every case trains based on their own training result in the basic phase. In the balanced phase,
the UAVs’ states are shown in the third line of Table 2, and the initial states of the red and the blue are the same.
Four cases are trained with 60000 episodes respectively, and every case trains based on their own training result
in the dominant phase. The returns of every episode in the three phases are shown in Figure 5.

It can be seen that the PPO algorithm can go to converge faster when it is combined with GRU. In the basic
phase, a relatively simple scenario, all four cases can easily find a better action policy to enclose the blue and
beat it. And in the more complex scenario, it can find a better policy faster with GRU. But there are also larger
episode reward variations in its infancy. Therefore, the state input is introduced to reduce the episode reward
variations, which will synchronize to slightly reduce the final episode reward.

In addition, to test the final training result for the four cases, the training results in the balanced phase are
reloaded and the initial states of the UAVs are set as

𝑥𝑟 = 1000𝑚, 𝑦𝑟 = 2500𝑚, 𝑧𝑟 = 1200𝑚, 𝑣𝑟 = 90𝑚/𝑠, 𝜃𝑟 = 0, 𝜓𝑟 = 0
𝑥𝑏 = 4200𝑚, 𝑦𝑏 = 2500𝑚, 𝑧𝑏 = 1200𝑚, 𝑣𝑏 = 90𝑚/𝑠, 𝜃𝑏 = 0, 𝜓𝑏 = 0

. (33)

And the maneuvering trajectories are shown in Figure 6. The steps for the four cases are 146, 90, 123 and 193.
For Figure 6B, it is shown that the blue and the red collide. It is obvious that the red can beat the blue in a
smaller space range when trained with PPO with GRU, and by adding state input, the red can be more flexible
to avoid collision. But the cost is the increase in time steps, which explains the decrease of final episode reward.
In case III, the red uses hover and altitude variations to lure the blue closer and gain an advantage situation,
instead of pursuing the blue.

4.3. Confrontation tests
To compare the final training result of four cases, the confrontation tests for the four cases are conducted in
this part when all of the training is finish. To accelerate the confrontation tests, the 𝐵0 is set as 100 during the
test, and the UAVs’ initial states are the same as they are in the balanced phases. The tie air combat result is
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A B

C D

Figure 6. Themaneuvering trajectories in the training test for four cases. A: themaneuvering trajectories for the case I PPO; B: maneuvering
trajectories for case II PPO with GRU; C: maneuvering trajectories for case III PPO with GRU and state input; D: maneuvering trajectories
for case IV PPO with state input.

Table 4. The confrontment test results between four cases

Algorithm case
Results (100 episodes)

Win rate Loss rate
Tie rate

Tie win rate Tie loss rate

PPO with GRU and state input vs. PPO 74% 12% 9% 5%
PPO with GRU and state input vs. PPO with GRU 57% 1% 17% 25%
PPO with GRU and state input vs. PPO with state input 52% 14% 14% 20%

divided into two types, tie win if 𝐵𝑟 > 𝐵𝑏 and tie loss if 𝐵𝑟 ⩽ 𝐵𝑏 . All of the tests are conducted in the air
combat environment for 100 episodes, and the results are shown in Table 4.

It can be seen that by combining PPOwith GRU and state input, the UAV can get amore flexible and intelligent
action policy even though the training process is the same. It is proved that training the action policy by the
PPO with proposed improve points can help the UAV gain an advantage situation more quickly and greater
operational capability in short-range air combat confrontation, and the action policy can be more intelligent
to adapt to the blue’s uncertain policy.
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5. CONCLUSIONS
In this article, a maneuver decision method for UAV air combat is proposed based on the PPO algorithm. To
enhance the PPO’s performance, the GRU layer and different compositions of networks’ inputs are adopted.
At the same time, to accelerate training, some designs are applied. The action space is discretized into 15 basic
actions, and the reward function is well-designed with three parts. Further, the training process is divided
into several progressively more complex phases. To illustrate the advantages of the designed method, ablation
experiments and UAV air combat tests are conducted in this paper. The episode rewards and confrontment
test results show that the designed maneuver decision method can generate a more intelligent action policy
for the UAV to win short-range air combat. By combining the PPO with the improved points, the training
feasibility is improved and convergence is more efficient. The proposed maneuver decision-making method is
always is able to achieve a win rate of more than 50% and a loss rate of less than 15%.

In future, the more complex six-degree-of-freedom UAV motion model and tighter UAV performance con-
straints could be introduced to improve accuracy. On the other hand, the multiple-to-multiple air combat
problem, including multi-UAV coordinated attacking and tactical decisions, is the focus of future research.
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Abstract
To improve the rehabilitation training effect of hemiplegic patients, in this paper, a discrete adaptive fractional order
fast terminal sliding mode control approach is proposed for the lower limb exoskeleton system to implement high-
precision human gait tracking tasks. Firstly, a discrete dynamic model is established based on the Lagrange system
discretization criterion for the lower limb exoskeleton robot. Then, in order to design a discrete adaptive fractional
order fast terminal sliding mode controller, the Gr¥unwald–Letnikov fractional order operator is introduced to combine
with fast terminal attractor to construct a fractional order fast terminal sliding surface. An adaptive parameter adjust-
ment strategy is proposed for the reaching law of sliding mode control, which drives the sliding mode to the stable
region dynamically. Moreover, the stability of the control system is proved in the sense of Lyapunov, and the guide-
lines for selecting the control parameters are given. Finally, the simulations are tested on the MATLAB-Opensim
co-simulation platform. Compared with the conventional discrete sliding mode control and discrete fast terminal
sliding mode control, the results verify the superiority of the proposed method in improving lower limb rehabilitation
training.

Keywords: Lower-limb exoskeleton, adaptive discrete-time sliding mode, fractional order control, finite-time conver-
gence
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1. INTRODUCTION
In recent years, the aging population of many countries in the world has increased sharply, and the health
problems of the elderly have been widely concerned by the public [1]. Stroke is a common disease in the el-
derly population, which will lead to the paralysis of the lower limbs of patients. If the patient can get timely
and effective exercise rehabilitation treatment, the patient’s motor function can be restored [1,2]. Traditional
rehabilitation training mainly relies on physical therapists to provide patients with highly repetitive training.
However, the number of therapists is seriously insufficient to meet the social requirements. Furthermore, the
traditional method is a mostly subjective evaluation, which is inefficient and cannot guarantee effectiveness.
In this situation, a lower limb exoskeleton robot is useful for the patient to conduct repetitive rehabilitation
training, greatly reduce the burden of therapists, and assist doctors in accurately observing patients’ rehabil-
itation status. Generally, rehabilitation can be divided into three stages based on the degree of spinal cord
injury: initial, intermediate, and terminal. In the initial stage, due to the weak mobility of the patient, the pa-
tient needs to wear the lower limb exoskeleton robot to accurately follow the predetermined gait trajectory for
rehabilitation training. With the gradual recovery of mobility, the patient can enter the middle and final stages
of active rehabilitation training [2]. Therefore, the initial stage is crucial for the entire rehabilitation training.
However, the uncertainty and disturbance caused by the unexpected behavior of stroke patients will seriously
impact the initial rehabilitation training.

To improve rehabilitation efficiency at the initial stage and eliminate the influence of external disturbance,
many control algorithms can be applied to exoskeleton robots. For instance, the PID control, adaptive control,
robust control [3], fuzzy control [4], active disturbance rejection control [5], neural network control [6], Master-
Slave Synchronization [7], and sliding mode control methods [8]. Among the methods, sliding mode control
has the characteristics of fast response, insensitivity to uncertainties, and easy implementation in motion con-
trol applications. In particular, the sliding mode control can overcome the problems of external disturbances
and uncertainties by constructing the reaching law and sliding mode surface in theory, so that the controlled
system can achieve higher tracking accuracy. Non-singular terminal sliding mode control [9] and fast terminal
sliding mode control [10] were applied to overcome parameter uncertainty and external disturbances to realize
gait tracking control of lower limb exoskeleton rehabilitation robot, and theoretically analyzed the stability
of controller design and tracking accuracy of trajectory. Sliding mode control technology can also be com-
bined with the neural network, a recurrent neural network-based robust nonsingular sliding mode control
is proposed for the non-holonomic spherical robot, it can enhance the robustness to control the system [11].
To obtain higher accuracy, fractional order sliding mode control is introduced to deal with uncertainties and
external disturbances. Fractional order sliding mode control has the characteristics of global memory and
elimination of jitter, so it is widely used in industry, such as micro gyroscope [12], manipulator control [13],
and permanent magnet synchronous motor control [14]. In addition, the fractional order control algorithm
can be applied in the field of robot control in combination with other technical methods. For example, a frac-
tional neural integral sliding-mode controller based on the Caputo-Fabrizio derivative and Riemann–Liouville
integral for a robot manipulator mounted on a free-floating satellite [15] and a method based on the nested sat-
urations technique and the Caputo-Fabrizio derivative for a quadrotor aircraft [16]. In chaotic systems, the
application of fractional order can endow the system with more degrees of freedom [17], help to study the dy-
namic behavior of the system, combined with robust control methods [18], eliminate external interference, and
effectively solve the synchronization problem of the system [19]. However, the general fractional order sliding
mode control strategy is designed based on the continuous time state of the controlled object and is directly
been tested on the digital computer system, so the design of the controller ignoring the sampling interval will
lead to the loss of the control system precision [20,21]. Moreover, the use of fractional operators to construct
sliding mode functions also introduces the influence of uncertainty. If the fractional operators are defined by
Gr¥unwald–Letnikov (GL), there are non-physical initial conditions in the experiment. The fractional defini-
tion of Caputo is feasible in engineering applications, but the definition of Caputo can only be implemented
in the approximation method based on the Laplace transform, which will introduce additional approximation
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errors to the control system [22].

In this paper, a novel discrete adaptive fractional order fast terminal sliding mode controller (AFOFTSMC) is
designed for high-precision gait trajectory tracking tasks. To reduce the difference between theoretical design
and practical application of digital computer systems, the controller designed in this paper derived the discrete-
time object model based on the Lagrange discretization criterion. In addition, to preserve the global memora-
bility of fractional operators, Gr¥unwald–Letnikov fractional difference operators are used to construct discrete
sliding mode surfaces. Considering the uncertainty of parameters and the boundedness of disturbances, a new
adaptive terminal sliding mode approach law is proposed to drive the sliding mode dynamics to the region
of finite step size. In this paper, the theoretical analysis of the system entering the stable state in finite time
is given, and the validity of the algorithm is tested on the co-simulation platform of MATLAB and Opensim
software.

The rest of this article is structured as follows. The second part describes the lower extremity exoskeleton
discretemodel based on the Lagrange system discrete criterion. The design and stability analysis of the discrete
adaptive fractional order fast terminal sliding mode controller is presented in Section III. In Section IV, the
simulation results are analyzed to prove the effectiveness of the controller. Section V summarizes the thesis.

2. DYNAMICS MODEL OF LOWER LIMB EXOSKELETON
The swing leg dynamic model is considered according to a two-degree-of-freedom (2-DOF) lower limb ex-
oskeleton diagram shown in Figure 1. Based on the motion mechanism of human lower limbs, the hip and
knee joints are designed as active joints, and the ankle joint is designed as a passive joint. The physical pa-
rameters of the 2-DOF lower limb exoskeleton in Figure 1 are explained as follows. 𝑂 (0, 0) represents the
coordinate origin, 𝑞𝑖 (𝑖 = 1, 2) denotes the angle of the hip or knee joint, 𝑙𝑐𝑖 (𝑖 = 1, 2) represents the distance
between the centroid of thigh or shank segment and the hip joint or knee joint, 𝑙𝑖 (𝑖 = 1, 2) corresponds to the
length of the thigh or shank segment, 𝑚𝑖 (𝑖 = 1, 2) denotes the mass of thigh or shank segment.

To achieve high-precision motion control of the lower limb exoskeleton rehabilitation robot. We established a
dynamic model of the lower limb exoskeleton using the Lagrange equation of motion. The equation of general
forms is expressed as follows [23]:

𝐿 = 𝑇 −𝑉 (1)

𝜏 =
𝑑

𝑑𝑡
( 𝜕𝐿
𝜕 ¤𝑞 ) −

𝜕𝐿

𝜕𝑞
(2)

where 𝐿 denotes the Lagrangian, 𝑇 and 𝑉 represent kinetic energy and potential energy respectively. 𝜏 repre-
sents the torque of the system.

The equations of motion of a lower limb exoskeleton robot are described according to the Lagrange equation
(2):

𝑀 (𝑞) ¥𝑞 + 𝐶 (𝑞, ¤𝑞) ¤𝑞 + 𝐺 (𝑞) + 𝑁 (𝑞, ¤𝑞, ¥𝑞) = 𝜏 (3)

where 𝑞, ¤𝑞 and ¥𝑞 denote the joint angle, angular velocity, and angular acceleration vectors respectively, 𝑀 (𝑞) ∈
𝑅2×2 is the positive definite inertia matrix, 𝐶 (𝑞, ¤𝑞) ∈ 𝑅2×2 is the Coriolis and centrifugal force matrix, 𝐺 (𝑞) ∈
𝑅2×1 is the gravity matrix [3], 𝜏 ∈ 𝑅2 is the torque vector, 𝑁 (𝑞, ¤𝑞, ¥𝑞) ∈ 𝑅2×1 denotes the uncertainty of model
parameters and external disturbances. 𝑁 (𝑞, ¤𝑞, ¥𝑞) can be expressed as:

𝑁 (𝑞, ¤𝑞, ¥𝑞) = Δ𝑀 (𝑞) ¥𝑞 + Δ𝐶 (𝑞, ¤𝑞) ¤𝑞 + Δ𝐺 (𝑞) − 𝜏𝑑 . (4)

The uncertainty of model parameters and external disturbances should be considered in the actual lower limb
exoskeleton dynamics model. Δ𝑀 (𝑞) ∈ 𝑅2×2, Δ𝐶 (𝑞, ¤𝑞) ∈ 𝑅2×2, Δ𝐺 (𝑞) ∈ 𝑅2×1 denotes the uncertain inertia
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Figure 1. Simplified diagram of 2-DOF lower limb exoskeleton. 2-DOF: two-degree-of-freedom.

part, uncertain Coriolis and centrifugal force part, uncertain gravitational part respectively, and the external
disturbances as 𝜏𝑑 ∈ 𝑅2×1.

To design digital motion control systems, it is crucial to obtain nominal discretization dynamics. In this paper,
the discretization substitution criterion of the Lagrangian system is used to discretize the dynamicsmodel. The
discretization criterion is as follows [24]:

𝑑

𝑑𝑡
( 𝜕𝐿
𝜕 ¤𝑞𝑖

) → 1
𝑇
[( 𝜕𝐿
𝜕 ¤𝑞𝑖

)𝑘+1 − ( 𝜕𝐿
𝜕 ¤𝑞𝑖

)𝑘 ] (5)

𝜕𝐿

𝜕𝑞𝑖
→ 1

2
[𝑀 (𝑞𝑘+1) − 𝑀 (𝑞𝑘 )

𝑞𝑖,𝑘+1 − 𝑞𝑖,𝑘
] ¤𝑞𝑖,𝑘+1 ¤𝑞𝑖,𝑘 (6)

where 𝑇 denotes the sampling period, 𝑘 denotes time step. Then, the explicit form of the discrete dynamics
model is derived as follows [25]:

𝑞𝑘+1 = 𝑞𝑘 + 𝑇 ¤𝑞𝑘
¤𝑞𝑘+1 = 𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝑀 (𝑞𝑘 ) ¤𝑞𝑘 + 𝑇𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝐶 (𝑞𝑘

+𝑇 ¤𝑞𝑘 , 𝑞𝑘 , ¤𝑞𝑘 ) ¤𝑞𝑘 + 𝑇𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝜏𝑘−
𝑇𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝐺 (𝑞𝑘 + 𝑇 ¤𝑞𝑘 , 𝑞𝑘 )

(7)

the description of the system given in (7) can be expressed in state representation form as:

𝑥(𝑘 + 1) = 𝑓 (𝑘) + 𝑏(𝑘)𝑢(𝑘) + 𝑑 (𝑘) (8)

𝑓 (𝑘) =
[
𝐼2×2 𝐼2×2𝑇

02×2 𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝑀 (𝑞𝑘 ) + 𝑇𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝐶 − 𝑇𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )𝐺

]
𝑥(𝑘) (9)

𝑏(𝑘) =
[

02×2
𝑀−1(𝑞𝑘 + 𝑇 ¤𝑞𝑘 )

]
(10)

where, 𝑥(𝑘) = [𝑞1,𝑘 , 𝑞2,𝑘 , ¤𝑞1,𝑘 , ¤𝑞2,𝑘 ]𝑇 is the system state vector, 𝑢(𝑘) = [𝜏1,𝑘 , 𝜏2,𝑘 ]𝑇 is the system control input
vector, 𝑓 (𝑘) ∈ 𝑅4×1 is the nonlinear state transition matrix, and 𝑏(𝑘) ∈ 𝑅4×2 is the control matrix, 𝐼2×2 is
represented as the second-order identity matrix, and 02×2 is a second-order zero matrix, 𝑑 (𝑘) ∈ 𝑅4×1 is the
set of parameter uncertainties and external disturbances of the system. Assuming that 𝑑 (𝑘) is bounded, then
| |𝑑 (𝑘) | | ≤ 𝑑𝜌 .
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3. CONTROLLER DESIGN AND STABILITY ANALYSIS
In the previous section, we modeled and analyzed the dynamics model of the lower limb exoskeleton robot. In
this section, we will design an appropriate controller for the lower limb exoskeleton robot. The design of the
controller is divided into five parts, and the process of controller construction, stability proof, and parameter
selection are explained completely. Firstly, before introducing the fractional order sliding mode surface, the
definition of fractional order needs to be introduced. Fractional order has the advantage of globalmemorability
and plays an important role in the construction of AFOFTSMC. In the second part, the fractional order fast
terminal sliding mode surface and adaptive terminal control law is proposed to construct an AFOFTSMC
controller for the lower limb exoskeleton robot. In the third part, the stability of the controller is proved in
detail, and it is proved that both the sliding mode variables and the system errors can converge in the bounded
region. The fourth part gives some guiding opinions on the parameter selection of the controller. Finally,
conventional sliding mode control (CSMC) and fast terminal sliding mode control (FTSMC) controllers are
designed to compare with AFOFTSMC.

3.1. Preliminaries
In order to design a discrete adaptive fractional order fast terminal sliding mode controller for the lower limb
exoskeleton system, the sliding mode surface function should be designed according to the properties of the
fractional order operator, and the adaptive sliding mode control law should be designed to form the controller.
Therefore, we will elaborate on the basic definition and related nomenclatures of the fractional operator in
detail.

Definition 1:The Gr¥unwald–Letnikov fractional order operator is defined as follows [22]:

𝐺𝐿
𝑎 𝐷𝜆𝑡 𝑓 (𝑡) =

1
ℎ𝜆

[(𝑡−𝑎)/ℎ]∑
𝑗=0

(−1) 𝑗
(
𝜆

𝑗

)
𝑓 (𝑡 − 𝑗 ℎ) (11)

where 𝜆 is the arbitrary order of function 𝑓 (𝑡), the value of 𝜆 will affect the calculus properties of fractional
order operators. When 𝜆 > 0, the fractional order operator is a differentiator, while 𝜆 < 0, the fractional
order operator is an integrator [19]. 𝑎 is the initial value of the integral, and generally, zero initial condition can
be assumed, that is, 𝑎 = 0. ℎ is the sampling time interval, and

(𝜆
𝑗

)
is the binomial coefficient. The specific

calculation method is as follows: (
𝜆

𝑗

)
=

{
1 𝑗 = 0
𝜆(𝜆−1)···(𝜆− 𝑗+1)

𝑗! 𝑗 = 1, 2, 3, . . .
. (12)

However, storing all motion data to calculate fractional integrals in practical engineering applications con-
sumes hardware resources andmakes the calculation inefficient. Therefore, to improve the operation efficiency
and ensure the global memory of the fractional operator, the fractional integral can be calculated by storing
part of the motion data, as shown below:

𝐺𝐿
𝑎 𝐷𝜆𝑡 𝑓 (𝑡) =

1
ℎ𝜆

𝐿∑
𝑗=0

(−1) 𝑗
(
𝜆

𝑗

)
𝑓 (𝑡 − 𝑗 ℎ) (13)

where 𝐿 represents the limited amount of data stored.

Lemma 1 [22]: The sum of binomial coefficients in equation (13) can be expressed by gamma function Γ(𝑧) =∫ ∞
0 𝑒−𝑡 𝑡𝑧−1𝑑𝑡 as:

𝐿∑
𝑗=0

(−1) 𝑗
(
𝜆

𝑗

)
=

Γ(𝐿 + 1 − 𝜆)
Γ(1 − 𝜆)Γ(𝐿 + 1) . (14)
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3.2. Controller design
To synthesize the advantages of the fractional order sliding mode surface and the fast terminal sliding mode
control law to construct the controller, the appropriate fractional order slidingmode surface should be selected.
Several fractional order sliding mode surfaces have been described in the literature [8,12–14,22]. Inspired by the
above strategies, the discrete fractional order sliding mode surface selected are as follows:

𝑠(𝑘) = 𝑐1𝑒1(𝑘) + 𝑒2(𝑘) + 𝑐2𝐷
𝜆 [|𝑒1(𝑘) |𝛽𝑠𝑔𝑛(𝑒1(𝑘))] (15)

where 𝑒1(𝑘) = [𝑥𝑑1(𝑘) − 𝑥1(𝑘), 𝑥𝑑2(𝑘) − 𝑥2(𝑘)]𝑇 is the tracking error between the desired position and real
position, 𝑒2(𝑘) = [𝑥𝑑3(𝑘) − 𝑥3(𝑘), 𝑥𝑑4(𝑘) − 𝑥4(𝑘)]𝑇 is the tracking error between desired velocity and real
velocity, 𝑥𝑑 (𝑘) ∈ 𝑅4×1 is the reference signal vector, 𝑐1 = 𝑑𝑖𝑎𝑔(𝑐1𝑖) (𝑖 = 1, 2), 𝑐2 = 𝑑𝑖𝑎𝑔(𝑐2𝑖) (𝑖 = 1, 2) are
selected constant matrices, 0 < 𝛽 =

𝑞𝛽
𝑝𝛽
< 1 with 𝑝𝛽, 𝑞𝛽 being both odd positive integers.

Remark 1: For a nonlinear system, when the system state is far from the equilibrium point, the fractional
order terminal sliding mode surface proposed by Sun et al. [22] can ensure that the system converges in a finite
time. However, considering that the system state is close to the equilibrium point, the terminal attractor can-
not guarantee the fast convergence of the system. In this paper, a linear term 𝑐1𝑒1(𝑘) is introduced into the
sliding mode surface, when the system state is close to the equilibrium point, the convergence time is mainly
determined by the linear term 𝑐1𝑒1(𝑘), which can accelerate the convergence of the system. Therefore, the
sliding mode surface designed in this paper not only makes the system state converge in a finite time but also
preserves the rapidity of the linear sliding mode when it is close to the equilibrium point.

To make the system stable, for the system model (8), the ideal quasi-sliding mode band should meet the fol-
lowing requirements: 𝑠(𝑘 + 1) = 0, then the controller can be obtained as follows:

𝐶1 =

[
𝑐11 0 1 0
0 𝑐12 0 1

]
(16)

𝐶1 [𝑥𝑑 (𝑘 + 1) − 𝑓 (𝑘) − 𝑏(𝑘)𝑢(𝑘) − 𝑑 (𝑘)] + 𝑐2𝐷
𝜆 [|𝑒1(𝑘) |𝛽𝑠𝑔𝑛(𝑒1(𝑘))] = 0. (17)

The equivalent control law is:

𝑢𝑒𝑞 (𝑘) = [𝐶1𝑏(𝑘)]−1 [𝐶1(𝑥𝑑 (𝑘 + 1) − 𝑓 (𝑘)) + 𝑐2𝐷
𝜆 [|𝑒1(𝑘) |𝛽𝑠𝑔𝑛(𝑒1(𝑘))]] . (18)

To eliminate the influence brought by systemparameter uncertainty and external disturbance, the new adaptive
terminal sliding mode reaching law used for system model (8) is:

𝑠(𝑘 + 1) = 𝑃𝑄𝑠(𝑘) − 𝑇𝑃Φ|𝑠(𝑘) |𝛼𝑠𝑔𝑛[𝑠(𝑘)] (19)

where, 𝑃 = 𝑑𝑖𝑎𝑔(𝑃𝑖) with 𝑃𝑖 = 1 − 𝑒𝑥𝑝
(
−[ 𝑠𝑖 (𝑘)𝜖 ]2𝑚

)
, 𝑄 = 𝑑𝑖𝑎𝑔(𝑄𝑖) with 𝑄𝑖 = 1 − 𝜎𝑖𝑇 , Φ = 𝑑𝑖𝑎𝑔(Φ𝑖) with

Φ𝑖 = 𝛿 |𝑠𝑖 (𝑘) |, 𝛿 > 0, 0 < 1 − 𝜎𝑖𝑇 < 1, 0 < 𝛼 < 1, 𝜖 and 𝑚 are positive real numbers, 𝑖 = 1, 2.

Then the switching control law 𝑢𝑠𝑤 is as follows:

𝑢𝑠𝑤 (𝑘) = −[𝐶1𝑏(𝑘)]−1 [𝑃𝑄𝑠(𝑘) − 𝑇𝑃Φ|𝑠(𝑘) |𝛼𝑠𝑔𝑛[𝑠(𝑘)]] . (20)

Combining (8), (15) and the reaching law (19), an AFOFTSMC law is obtained, and the corresponding control
input can be expressed as

𝑢(𝑘) = 𝑢𝑒𝑞 (𝑘) + 𝑢𝑠𝑤 (𝑘). (21)

Substituting equation (21) into the sliding mode function 𝑠(𝑘 + 1), which can be written as:

𝑠(𝑘 + 1) = 𝑃𝑄𝑠(𝑘) − 𝑇𝑃Φ|𝑠(𝑘) |𝛼𝑠𝑔𝑛[𝑠(𝑘)] − 𝜉 (𝑘) (22)

where 𝜉 (𝑘) = 𝐶1𝑑 (𝑘), |𝜉 (𝑘) | ≤ 𝜌 𝑓 , |𝜉𝑖 (𝑘) | ≤ 𝜌𝑖 .
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3.3. Stability analysis
Lemma 2 [20]: If 0 < 𝛼 < 1, 𝜓(𝛼) is a function in equation (23), then 𝜓(𝛼) − 𝑥𝜓(𝛼) − 1 + 𝑥𝛼𝜓(𝛼)𝛼 ≥ 0 holds
for any 𝑥 ∈ [0, 1].

𝜓(𝛼) = 1 + 𝛼 𝛼
1−𝛼 − 𝛼 1

1−𝛼 (23)

with 0 ≤ 𝛼 ≤ 1, 1 < 𝜓(𝛼) < 2.

Proof: Let 𝑓 (𝑥) = 𝜓(𝛼) − 𝑥𝜓(𝛼) − 1 + 𝑥𝛼𝜓(𝛼)𝛼, then to prove whether the minimum value of 𝑓 (𝑥) is greater
than zero. From the properties of𝜓(𝛼), we know that𝜓(𝛼) > 1, then 𝐹 (1) = −1+𝜓(𝛼)𝛼 > 0, and 𝑓 (0) = 𝜓(𝛼).
Then, the extreme value of 𝑓 (𝑥) can be obtained from ¤𝑓 (𝑥) = 0. When ¤𝑓 (𝑥) = 0, 𝑥 = 𝛼

1
1−𝛼 (𝜓(𝛼))−1 can be

obtained, and then the minimum value 𝑓 (𝑥) = 𝜓(𝛼) − 𝛼 1
1−𝛼 − 1 + 𝛼 𝛼

1−𝛼 = 𝜓(𝛼) − 1 + ( 1
𝛼 − 𝑎𝑛)𝛼 1

1−𝛼 > 0, then
the prove is completed.

Lemma 3 [20]: If 0 < 𝛼 < 1, 𝜓(𝛼) is a function in equation (23), then 𝜓(𝛼) + 𝑥𝜓(𝛼) − 1− 𝑥𝛼𝜓(𝛼)𝛼 ≥ 0 holds
for any 𝑥 ∈ [0, 1].

The proof of Lemma 3 is similar to the proof of Lemma 2.

Theorem 1: For system model (8) with uncertainties and external disturbances, the following sliding mode
motion properties can be guaranteed by using control law (21) :

1) The discrete-time sliding variable can be driven into the domain Ω within a finite number of steps 𝐾∗, and
Ω can be expressed as follows.

Ω = {𝑠(𝑘) | |𝑠𝑖 (𝑘) | < 𝜓(𝛼)𝜛𝑖} (24)

𝜛𝑖 = 𝑚𝑎𝑥

{(
𝜌𝑖

𝑇𝑃𝑖 (𝑘)Φ𝑖 (𝑘)

) 1
𝛼

,

(
𝑇Φ𝑖 (𝑘)
1 − 𝜎𝑖𝑇

) 1
1−𝛼

}
= 𝑚𝑎𝑥

{(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

,

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

} (25)

where, 𝑍𝑖 (𝑘) = 𝑇𝑃𝑖 (𝑘)Φ𝑖 (𝑘), 𝐾∗ = b 𝑠
2
𝑖 (0)−(𝜓(𝛼)𝜛𝑖)2
(𝜌𝑖Φ𝛼−𝜌𝑖)2 c + 1, 𝐾∗ ∈ 𝑁+.

2) Once the sliding mode moves into the domainΩ, it will stay in the domain and will not escape, that is, when
|𝑠𝑖 (𝑘) | ≤ 𝜓(𝛼)𝜛𝑖 , then |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)𝜛𝑖 .

3) When the sliding mode variables move in the domain Ω, the errors will converge to the bounded region, as
follows:

|𝑒1𝑖 (𝑘) |≤𝜓(𝛽)·𝑚𝑎𝑥
{(
𝜗𝑖𝑇

𝜆

𝑐2𝑖

) 1
𝛽

,

(
𝑐2𝑖

(1 − 𝑐1𝑖𝑇)𝑇𝜆

) 1
1−𝛽

}
(26)

where 𝜗𝑖 is a bounded variable, which can be known from the following analysis.

Proof: Choose the discrete Lyapunov function as 𝑉 (𝑘) = 𝑠𝑇 (𝑘)𝑠(𝑘), then

4𝑉 (𝑘) = 𝑉 (𝑘 + 1) −𝑉 (𝑘)

=
2∑
𝑖=1

[𝑠𝑖 (𝑘 + 1) − 𝑠𝑖 (𝑘)] [𝑠𝑖 (𝑘 + 1) + 𝑠𝑖 (𝑘)] .
(27)

To prove the reaching and existence of the control law, we discuss the following cases.
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1) When the sliding mode moves outside the domain Ω, the following two conditions exist:

Case 1: Considering the situation that 𝑠𝑖 (𝑘) > 𝜓(𝛼)𝜛𝑖 > 0, then equation (27) can be rewritten as:

4𝑉 (𝑘) = −
2∑
𝑖=1

[𝑠𝑖 (𝑘) − 𝑠𝑖 (𝑘 + 1)] [𝑠𝑖 (𝑘) + 𝑠𝑖 (𝑘 + 1)] . (28)

Since 𝑠𝑖 (𝑘) > 𝜓(𝛼)𝜛𝑖 , then 𝑠𝑖 (𝑘) > 𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 , and 𝑍𝑖 (𝑘)𝑠𝛼𝑖 (𝑘) > 𝜌𝑖𝜓

𝛼 (𝛼), thus 𝑍𝑖 (𝑘)𝑠𝛼𝑖 (𝑘) > 𝜌𝑖𝜓
𝛼 (𝛼),

we can obtain:
𝑠𝑖 (𝑘) − 𝑠𝑖 (𝑘 + 1)
= 𝑠𝑖 (𝑘) − 𝑃𝑖 (𝑘)𝑄𝑖 (𝑘)𝑠𝑖 (𝑘) + 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼𝑠𝑔𝑛[𝑠𝑖 (𝑘)] + 𝜉𝑖 (𝑘)
= [1 − 𝑃𝑖 (𝑘)𝑄𝑖 (𝑘)]𝑠𝑖 (𝑘) + 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼𝑠𝑔𝑛[𝑠𝑖 (𝑘)] + 𝜉𝑖 (𝑘)
≥ [1 − 𝑃𝑖 (𝑘)𝑄𝑖 (𝑘)]𝑠𝑖 (𝑘) + 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼 − |𝜉𝑖 (𝑘) |
≥ [1 − 𝑃𝑖 (𝑘)𝑄𝑖 (𝑘)]𝑠𝑖 (𝑘) + 𝜌𝑖𝜓𝛼 (𝛼) − 𝜌𝑖
≥ 𝜌𝑖𝜓

𝛼 (𝛼) − 𝜌𝑖
> 0

(29)

𝑠𝑖 (𝑘) + 𝑠𝑖 (𝑘 + 1)
= [1 + 𝑃𝑖 (𝑘)𝑄𝑖 (𝑘)]𝑠𝑖 (𝑘) − 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼𝑠𝑔𝑛[𝑠𝑖 (𝑘)] − 𝜉𝑖 (𝑘)
≥ 𝑠𝑖 (𝑘) + 𝑍𝑖 (𝑘) [𝜓1−𝛼 (𝛼)𝑠𝑖𝛼 (𝑘) − |𝑠𝑖 (𝑘) |𝛼𝑠𝑔𝑛[𝑠𝑖 (𝑘)]] − 𝜉𝑖 (𝑘)
≥ 𝑠𝑖

1−𝛼 (𝑘)𝑠𝑖𝛼 (𝑘) − 𝜉𝑖 (𝑘)
≥ 𝑍𝑖 (𝑘)

𝑃𝑖 (𝑘)𝑄𝑖 (𝑘) 𝑠𝑖
𝛼 (𝑘) − 𝜉𝑖 (𝑘)

≥ 𝑍𝑖 (𝑘)𝑠𝑖𝛼 (𝑘) − 𝜉𝑖 (𝑘)
≥ 𝑍𝑖 (𝑘)𝑠𝑖𝛼 (𝑘) − |𝜉𝑖 (𝑘) |
≥ 𝜌𝑖𝜓

𝛼 (𝛼) − 𝜌𝑖
≥ 0.

(30)

It can be seen from the above derivation that 𝑠𝑖 (𝑘) − 𝑠𝑖 (𝑘 + 1) > 0 and 𝑠𝑖 (𝑘 + 1) + 𝑠𝑖 (𝑘) > 0 are tenable, we
can easy to deduce that:

Δ𝑉 (𝑘) = −
2∑
𝑖=1

[𝑠𝑖 (𝑘) − 𝑠𝑖 (𝑘 + 1)] [𝑠𝑖 (𝑘 + 1) + 𝑠𝑖 (𝑘)] < 0. (31)

Case 2: Moreover, another situation is that 𝑠𝑖 (𝑘) < −𝜓(𝛼)𝜛𝑖 < 0, similar to the proof for case 1, because

𝑠𝑖 (𝑘) < −𝜓(𝛼)𝜛𝑖 and 𝑠𝑖 (𝑘) < −𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 , then 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼 > 𝜌𝑖𝜓𝛼 (𝛼), we can get that−𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼+

|𝜉𝑖 (𝑘) | < −𝜌𝑖𝜓𝛼 (𝛼) + 𝜌𝑖 < 0.

Therefore, Δ𝑉 (𝑘) = −∑2
𝑖=1 (𝜌𝑖𝜓𝛼 − 𝜌𝑖)

2 < 0 holds in this case. Through the analysis of the above knowledge,
the system will enter the domain Ω in 𝐾∗ step, the 𝑠2𝑖 (𝐾∗) − 𝑠2𝑖 (0) < −𝐾∗ (𝜌𝑖𝜓𝛼 − 𝜌𝑖)2, then we get 𝑠2𝑖 (𝐾∗) <

𝑠2𝑖 (0) − 𝐾∗ (𝜌𝑖𝜓𝛼 − 𝜌𝑖)2 <
(
𝜓(𝛼)𝜛𝑖

)2, available 𝐾∗ =

⌊
𝑠2𝑖 (0)−(𝜓(𝛼)𝜛𝑖)

2

(𝜌𝑖𝜓𝛼−𝜌𝑖)2

⌋
+ 1, and 𝐾∗ ∈ 𝑁+ .

2) When the sliding variables enter into the domain Ω, |𝑠𝑖 (𝑘) | ≤ 𝜓(𝛼)𝜛𝑖 . To prove |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)𝜛𝑖 , it is
essential to divide the analyses due to the location of 𝑠𝑖 (𝑘).
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Case 1: Consider
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 ≥

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 , suppose 𝑠𝑖 (𝑘) = 𝜓(𝛼)𝜃

(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼 , 0 < |𝜃 | < 1, show that |𝑠𝑖 (𝑘 + 1) | ≤

𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 . |𝜉𝑖 (𝑘) | ≤ 𝜌𝑖 , we have

𝑠𝑖 (𝑘 + 1) = 𝑃𝑖 (𝑘) (𝑄𝑖) 𝑠𝑖 (𝑘) − 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼 − 𝜉𝑖 (𝑘)
≤ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − (𝜓(𝛼)𝜃)𝛼 𝜌𝑖 + 𝜌𝑖𝑠𝑔𝑛[𝑠𝑖 (𝑘)] + 𝜌𝑖

(32)

𝑠𝑖 (𝑘 + 1) = 𝑃𝑖 (𝑘) (𝑄𝑖) 𝑠𝑖 (𝑘) − 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼 − 𝜉𝑖 (𝑘)
≥ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − (𝜓(𝛼)𝜃)𝛼 𝜌𝑖 + 𝜌𝑖𝑠𝑔𝑛[𝑠𝑖 (𝑘)] − 𝜌𝑖 .

(33)

Since
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 ≥

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 , then

(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼 ≥

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

⇒
(

𝜌𝑖
𝑍𝑖 (𝑘)

)1−𝛼
≥

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

)𝛼
⇒ 𝜌𝑖

1−𝛼 [𝑃𝑖 (𝑘) (𝑄𝑖)]𝛼 ≥ 𝑍𝑖 (𝑘)

⇒ 𝜌𝑖 ≤ 𝑃𝑖 (𝑘) (𝑄𝑖)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼
.

(34)

Since 0 < 𝜃 < 1, lead to 𝜓(𝛼)𝜃 ≥ 1 or 0 < 𝜓(𝛼)𝜃 < 1. When 𝜓(𝛼)𝜃 ≥ 1, we have

𝑠𝑖 (𝑘 + 1) ≤ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − (𝜓(𝛼)𝜃)𝛼 𝜌𝑖 + 𝜌𝑖

≤ 𝑃𝑖 (𝑘)𝑄𝑖𝜓(𝛼)𝜃
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

≤ 𝜓(𝛼)𝜃
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

≤ 𝜓(𝛼)
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

(35)

𝑠𝑖 (𝑘 + 1) ≥ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − (𝜓(𝛼)𝜃)𝛼 𝜌𝑖 − 𝜌𝑖

≥ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − [(𝜓(𝛼)𝜃)𝛼 + 1] 𝑃𝑖 (𝑘)𝑄𝑖
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

≥ [𝜓(𝛼)𝜃 − (𝜓(𝛼)𝜃)𝛼 − 1] 𝑃𝑖 (𝑘)𝑄𝑖
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

≥ −𝑃𝑖 (𝑘)𝑄𝑖
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

≥ −𝜓(𝛼)
(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

.

(36)

We consider the situation that 0 < 𝜓(𝛼)𝜃 < 1, according to Lemma 3, we can also obtain |𝑠𝑖 (𝑘 + 1) | ≤

𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 .

From the above proof, we have |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 , when

(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼 ≥

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 and 0 < 𝜃 < 1,

0 < 𝑠𝑖 (𝑘) ≤ 𝜓(𝛼)𝜛𝑖 .

http://dx.doi.org/10.20517/ir.2023.05


Page 104 Zhou et al. Intell Robot 2023;3(1):95-112 I http://dx.doi.org/10.20517/ir.2023.05

When −𝜓(𝛼)𝜛𝑖 ≤ 𝑠𝑖 (𝑘) < 0 and −1 < 𝜃 < 0, 𝑠𝑖 (𝑘) = 𝜓(𝛼)𝜃
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼
= −𝜓(𝛼) |𝜃 |

(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼

, then

𝑠𝑖 (𝑘 + 1) = 𝑃𝑖 (𝑘)𝑄𝑖𝑠(𝑘) − 𝑍𝑖 (𝑘) |𝑠𝑖 (𝑘) |𝛼𝑠𝑔𝑛[𝑠𝑖 (𝑘)] − 𝜉𝑖 (𝑘). (37)

Similar to the above proof process, we can obtain |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 .

From the above proof, it can be seen that |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 is still satisfied with the conditions(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼 ≥

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 , −1 < 𝜃 < 0 and −𝜓(𝛼)𝜛𝑖 ≤ 𝑠𝑖 (𝑘) < 0.

Case 2: If
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼
<

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 , suppose 𝑠𝑖 (𝑘) = 𝜓(𝛼)𝜃

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 , 0 < |𝜃 | < 1, then prove |𝑠𝑖 (𝑘 + 1) | ≤

𝜓(𝛼)
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 . Submit 𝑠𝑖 (𝑘) to 𝑠𝑖 (𝑘 + 1), we can obtain that:

𝑠𝑖 (𝑘 + 1) = 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − 𝑍𝑖 (𝑘) (𝜓(𝛼)𝜃)𝛼
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 𝛼
1−𝛼 − 𝜉𝑖 (𝑘) (38)

(
𝜌𝑖

𝑍𝑖 (𝑘)

) 1
𝛼
<

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

⇒
(

𝜌𝑖
𝑍𝑖 (𝑘)

)1−𝛼
<

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

)𝛼
⇒ 𝜌𝑖

1−𝛼 < 𝑍𝑖 (𝑘)
[𝑃𝑖 (𝑘)𝑄𝑖]𝛼

⇒ 𝜌𝑖 < 𝑃𝑖 (𝑘)𝑄𝑖
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

.

(39)

When 𝜓(𝛼)𝜃 ≥ 1, 𝜓(𝛼)𝜃 ≥ (𝜓(𝛼)𝜃)𝛼, then, based on Lemma 2

𝑠𝑖 (𝑘 + 1)

≤ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − 𝑃𝑖 (𝑘)𝑄𝑖 (𝜓(𝛼)𝜃)𝛼
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 + 𝜌𝑖

≤ [𝜓(𝛼)𝜃 − (𝜓(𝛼)𝜃)𝛼 + 1] 𝑃𝑖 (𝑘)𝑄𝑖
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

≤ 𝜓(𝛼)𝑃𝑖 (𝑘)𝑄𝑖
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

≤ 𝜓(𝛼)
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

(40)

𝑠𝑖 (𝑘 + 1)

≥ 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − 𝑃𝑖 (𝑘)𝑄𝑖 (𝜓(𝛼)𝜃)𝛼
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 − 𝜌𝑖

≥ [𝜓(𝛼)𝜃 − (𝜓(𝛼)𝜃)𝛼 − 1] 𝑃𝑖 (𝑘)𝑄𝑖
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

≥ −𝑃𝑖 (𝑘)𝑄𝑖
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

≥ −𝜓(𝛼)𝐹𝑖 (𝑘) (𝑄𝑖)
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼

.

(41)
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After 𝜓(𝛼)𝜃 ≥ 1 with 𝜓(𝛼)𝜃 ≥ (𝜓(𝛼)𝜃)𝛼 proved, we will discuss 0 < 𝜓(𝛼)𝜃 < 1 with 𝜓(𝛼)𝜃 ≤ (𝜓(𝛼)𝜃)𝛼.

According to Lemma 3, we can obtain that |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 .

It can be seen from the above proof that under conditions
(

𝜌𝑖
𝑍𝑖 (𝑘)

) 1
𝛼
<

(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 and 0 < 𝜃 < 1, namely,

0 < 𝑠𝑖 (𝑘) ≤ 𝜓(𝛼)𝜛𝑖 , |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 holds.

When −1 < 𝜃 < 0, 𝑠𝑖 (𝑘) = 𝜓(𝛼)
(
𝑇Φ𝑖 (𝑘)
1−𝑞𝑖𝑇

) 1
1−𝛼

= −𝜓(𝛼) |𝜃 |
(
𝑇Φ𝑖 (𝑘)
1−𝑞𝑖𝑇

) 1
1−𝛼 .

𝑠𝑖 (𝑘 + 1)

= 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) − 𝑍𝑖 (𝑘) (𝜓(𝛼)𝜃)𝛼
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 𝛼
1−𝛼 − 𝜉𝑖 (𝑘)

= 𝑃𝑖 (𝑘)𝑄𝑖𝑠𝑖 (𝑘) + 𝑃𝑖 (𝑘)𝑄𝑖 (𝜓(𝛼) |𝜃 |)𝛼
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 − 𝜉𝑖 (𝑘).

(42)

Similar to the above proof process, we can obtain |𝑠𝑖 (𝑘 + 1) | ≤ 𝜓(𝛼)
(
𝑇Φ𝑖 (𝑘)
𝑄𝑖

) 1
1−𝛼 .

To this end, when 𝑠𝑖 (𝑘) ∈ Ω, 𝑠𝑖 (𝑘 + 1) ∈ Ω.

3) After the sliding mode variables enter the determination domain Ω, we will further discuss the bounded
convergence region of the tracking errors. Before proving, it is necessary to introduce an important lemma
about the discrete fast terminal sliding mode surface, as follows.

Lemma 4 [20]: Consider a scalar dynamical system

𝑧(𝑘 + 1) = 𝑣𝑧(𝑘) − 𝑙𝑧(𝑘)𝛼 + 𝑔(𝑘) (43)

where 𝑣 > 0, 𝑙 > 0 and 0 < 𝛼 < 1. if |𝑔(𝑘) | < 𝛾, 𝛾 > 0, then the state 𝑧(𝑘) is always bounded and there is a
finite step to guarantee

|𝑧(𝑘) |≤𝜓(𝛼)·𝑚𝑎𝑥
{(𝛾
𝑙

) 1
𝛼
,

(
𝑙

𝑣

) 1
1−𝛼

}
. (44)

When the sliding mode variable enters the domain Ω, combined with the analysis of the fractional order fast
terminal sliding mode surface, we can see

𝑐1𝑒1(𝑘) + 𝑒2(𝑘) + 𝑐2𝐷
𝜆 [|𝑒1(𝑘) |𝛽𝑠𝑔𝑛(𝑒1(𝑘))] = 𝑔(𝑘). (45)

By the definition of GL fractional order operator,

𝑐1𝑒1(𝑘) + 𝑒2(𝑘) +
𝑐2

𝑇𝜆

𝐿∑
𝑗=0

(−1) 𝑗
(
𝜆

𝑗

)
|𝑒1(𝑘 − 𝑗) |𝛽𝑠𝑔𝑛(𝑒1(𝑘)) = 𝑔(𝑘). (46)

According to Lemma 1 and equation (17), the following expression can be obtained:

𝑒1𝑖 (𝑘 + 1) = (1 − 𝑐1𝑖𝑇)𝑒1𝑖 (𝑘) +
𝑐2𝑖

𝑇𝜆
|𝑒1𝑖 (𝑘) |𝛽𝑠𝑔𝑛(𝑒1𝑖) (𝑘)) + Υ𝑖 (𝑘) (47)
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where |Υ𝑖 (𝑘) | ≤ 𝜗𝑖 , Lemma 1 tells us, 𝜗𝑖 = 𝜓(𝛼)𝜛𝑖 + 𝜂𝑖𝐾𝑖
𝑇𝜆

, 𝜂𝑖≥𝑚𝑎𝑥
{
|𝑒1𝑖 (𝑘 − 𝑗) |𝛽

}
, 𝐾𝑖 =

∑𝐿
𝑗=1 (−1) 𝑗

(𝜆
𝑗

)
=

Γ(𝐿+1−𝜆)
Γ(1−𝜆)Γ(𝐿+1) − 1, based on Lemma 4,

|𝑒1𝑖 (𝑘) |≤𝜓(𝛽)·𝑚𝑎𝑥
{(
𝜗𝑖𝑇

𝜆

𝑐2𝑖

) 1
𝛽

,

(
𝑐2𝑖

(1 − 𝑐1𝑖𝑇)𝑇𝜆

) 1
1−𝛽

}
. (48)

According to the above analysis, the system errors will also converge within the bounded region when the
sliding variables enter the domain.

3.4. Selection of control parameters
Through detailed control input exhibition and stability proof accomplished so far, choosing befitting control
parameters concerning the factors including control input smoothness andmeasuring noises is also important
in the acquisition of outstanding performance. Hence, a parameter selection guideline is provided here.

Selection of 𝑐1𝑖 : When the sliding variables enter the equilibrium states, the parameter 𝑐1𝑖 canmake the sliding
variables decay exponentially rapidly to ensure that the system states converge in a finite number of steps and
realize the sliding variables converge quickly and precisely to the equilibrium states. Increasing 𝑐1𝑖 can improve
the rapidness of the system convergence, but too large a value will lead to serious system chattering. Given this
trade-off, we set 𝑐11 = 15 and 𝑐12 = 10.

Selection of 𝑐2𝑖 : In equation (47), if 𝑐2𝑖 is too large or too small, the convergence limit of errors will be affected
and chattering will occur in the system. To achieve a balance, we set 𝑐21 = 100, 𝑐22 = 100.

Selection of 𝜆: The smaller the parameter 𝜆 is, the higher the tracking accuracy will be, but too small will
seriously make the system chattering problem. For better performance, we set 𝜆 = −1.7.

Selection of 𝛽: 𝛽 =
𝑞𝛽
𝑝𝛽
, the selection of 𝑝 and 𝑞 must satisfy the odd number of 𝑝𝛽 > 𝑞𝛽 > 0, making 𝑢(𝑘)

have no switching item, which can effectively eliminate chattering. we set 𝑝𝛽 = 5 and 𝑞𝛽 = 3.

Selection of 𝜖 , 𝑚, 𝛿: In equation (19), the parameter 𝜖 , 𝑚, 𝛿 are the system overcomes the main parameters per-
turbation and external disturbance, but the parameter selection inappropriate tends to cause system chattering.
In order to get better performance, we set 𝜖 = 500, 𝑚 = 2, 𝛿 = 160.

Selection of 𝜎𝑖 : The larger the parameter 𝜎𝑖 is, the faster the system reaches the sliding mode surface, but it
also causes chattering. Taking this tradeoff into consideration, we set 𝜎1 = 0.6 and 𝜎2 = 0.6.

Selection of 𝛼: The smaller the parameter 𝛼 is, the smaller the sliding mode bandwidth will be obtained. But
it is better to set 𝛼 = 0.5 so that the boundary layer of the sliding variable is 𝑂 (𝑇2).

Remark 2: For the method proposed in this paper, the stability of convergence in finite steps has been proved
in the above parts. This method combines the global memory characteristics of fractional order operators,
accelerates the convergence rate of the system, and makes the system errors approach zero quickly. Moreover,
adaptive law is added to adjust the width of the quasi-sliding mode band in real time to reduce the chattering
of the system. Compared with CSMC algorithm [26] and FTSMC algorithm [27], it can improve the dynamic
response ability of the system.
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Figure 2. 2-DOF lower limb exoskeleton dynamic simulator block diagram. The exoskeleton controllers are implemented in MATLAB
interfacing with the human and exoskeleton models defined in Opensim. 2-DOF: two-degree-of-freedom.

4. SIMULATION
To verify the effectiveness of the AFOFTSM control algorithm proposed in this paper on the suppression of ex-
ternal disturbances, we used OpenSim andMatlab software to develop a lower limb exoskeleton co-simulation
control system to simulate the motion state of the human body wearing lower limb exoskeleton rehabilitation
robot, which is depicted in Figure 2. OpenSim is open-source software for modeling, simulating, controlling,
and analyzing the human neuromusculoskeletal system, developed by the National Institutes of Health (NIH)
Center for Biomedical Computing at Stanford University [28,29]. OpenSim is a developable platform. Using the
template and experimental data provided by OpenSim, we built a human musculoskeletal model with a height
of 1814mm and a weight of 72.6kg and wore the lower extremity exoskeleton on the model [30]. At the same
time, the controller algorithm was written inMatlab to calculate the input torque of each exoskeleton joint and
control the lower limb exoskeleton to drive the human body to move together.

In the following simulation, the established simulation system was run inMatlab software, the simulation time
was 3s, the simulation step size was 0.001s, and the standard hip and knee joints of a healthy subject when
walking horizontally were used as the reference track.

At the same time, the discrete CSMC algorithm [26] and the discrete FTSMC algorithm [27] are respectively
applied to the dynamics model of the lower limb exoskeleton robot for comparison. The design methods of
CSMC and FTSMC are as follows:

1) CSMC

For simplicity, the CSMC [26] control input 𝑢𝑐𝑠𝑚𝑐 is given directly:

𝑢𝑐𝑠𝑚𝑐 = [𝐶𝑒𝑐𝑏(𝑘)]−1 [𝐶𝑒𝑐𝑥𝑑 (𝑘 + 1) − 𝐶𝑒𝑐 𝑓 (𝑘) − (1 − 𝑞𝑐𝑇) 𝑠𝑐 (𝑘) + 𝜀𝑐𝑇𝑠𝑔𝑛 (𝑠𝑐 (𝑘))] . (49)

In the formula (49), 𝑠𝑐 (𝑘) is the sliding mode variable, which is defined as follows:

𝑠𝑐 (𝑘) = 𝑐𝑐𝑒𝑐 (𝑘) + ¤𝑒𝑐 (𝑘) (50)
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Figure 3. Trajectory tracking performance of the robotic exoskeleton by using CSMC, FTSMC, and AFOFTSMC control strategy. (a) tra-
jectory tracking of the hip joint. (b) trajectory tracking of the knee joint. CSMC: conventional sliding mode control; FTSMC: fast terminal
sliding mode control; AFOFTSMC: adaptive fractional order fast terminal sliding mode controller.

𝑒𝑐 (𝑘) is the tracking error under the control of CSMC, 𝑐𝑐 =
[
15 10

]
, 𝜀𝑐 =

[
0.01 0.01

]
,𝐶𝑒𝑐 =

[
15 0 1 0
0 10 0 1

]
.

2) FTSMC

An FTSMC control law [27] is also designed for comparison, and the control input 𝑢 𝑓 𝑡𝑠𝑚𝑐 is shown below:

𝑢 𝑓 𝑡𝑠𝑚𝑐 =[𝐶 𝑓 𝑐𝑏(𝑘)]−1 [𝐶 𝑓 𝑐 (𝑥𝑑 (𝑘 + 1) − 𝑓 (𝑘)) − (1 − 𝑞𝑐𝑇)𝑠 𝑓 (𝑘)
+ 𝜀𝑐𝑇𝑠𝑔𝑛(𝑠(𝑘)) − 𝐶 𝑓 𝑐2 |𝑠 𝑓 (𝑘) |𝛼𝑠𝑔𝑛[𝑠 𝑓 (𝑘)]] .

(51)

In Formula (51), 𝑠 𝑓 is a sliding mode variable, defined as follows:

𝑠 𝑓 (𝑘) = 𝑐 𝑓 𝑐1𝑒 𝑓 (𝑘) + ¤𝑒 𝑓 (𝑘) + 𝐶 𝑓 𝑐2
��𝑒 𝑓 (𝑘)��𝛼 𝑠𝑔𝑛 [𝑒 𝑓 (𝑘)] (52)

𝑒 𝑓 (𝑘) is the tracking error under FTSMcontrol, 𝑐 𝑓 𝑐1 =
[
15 10

]
, 𝑐 𝑓 𝑐2 =

[
0.05 0.05

]
,𝐶 𝑓 𝑐 =

[
15 0 1 0
0 10 0 1

]
.

To test the robustness of the three algorithms to external disturbances, the same external disturbances are set
for the three controllers respectively, and the external disturbances are set as:

𝜉 (𝑘) =
[

5𝑠𝑖𝑛(𝑘)
−5𝑠𝑖𝑛(𝑘)

]
(𝑁𝑚). (53)

The simulation results are shown in Figure 3-6, which are position tracking of the hip joint and knee joint,
control input signals, position tracking errors, and sliding mode surface function respectively. In Figure 3,
compared with CSMC and FTSMC, the control algorithm proposed in this paper can track the gait trajectory
more accurately, and the tracking trajectory of AFOFTSMC is closer to the reference trajectory.

Moreover, it can be seen fromFigure 4 that the control inputs of AFOFTSMCdonot need to give greater control
efforts to maintain higher track tracking accuracy and effectively eliminate the impact of external interference.
According to the comparison of tracking errors in Figure 5, the AFOFTSMC algorithm has the smallest steady-
state tracking error, which can ensure that the system error converges in a finite time. In Figure 6, the sliding
mode variables of the three controllers can move rapidly into the quasi-sliding mode band, and the control
algorithm proposed in this paper can effectively reduce the width of the quasi-sliding mode band.
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Figure 4. AFOFTSMC control input comparison with CSMC and FTSMC. CSMC: conventional sliding mode control; FTSMC: fast terminal
sliding mode control; AFOFTSMC: adaptive fractional order fast terminal sliding mode controller.
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Figure 5. Tracking errors comparison of CSMC, FTSMC, and AFOFTSMC in simulations. (a) errors comparison of the hip joint; (b) errors
comparison of the knee joint. CSMC: conventional sliding mode control; FTSMC: fast terminal sliding mode control; AFOFTSMC: adaptive
fractional order fast terminal sliding mode controller.
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Figure 6. Sliding variables for the three sliding surfaces.

To provide more quantitative proof, three indicators are compared in Table 1 to evaluate the performance of
three different control strategies. Mean absolute error (MAE) with 𝑀𝐴𝐸 = 1

𝑁

∑𝑁
𝑘=1 |𝑒(𝑘) |, maximum tracking

error (MTE) with 𝑀𝑇𝐸 = 𝑚𝑎𝑥 |𝑒(𝑘) |, root mean square error (RMSE) with 𝑅𝑀𝑆𝐸 =
√

1
𝑁

∑𝑁
𝑘=1 [𝑒(𝑘)]2.

The results are shown in Table 1. The discrete adaptive fractional order fast terminal sliding mode control
algorithm proposed in this paper is applied to the lower limb exoskeleton robot to achieve better trajectory
tracking control. The generated RMSE and MAE are both minima, but the MTE is maximum, which is due to
overdrive caused by fast response speed.

To enhance SMC’s ability to resist external disturbances, we use fractional order sliding mode surfaces to accel-
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Table 1. Performance indicators of the three controllers

Controllers RMSE of hip MAE of hip MTE of hip RMSE of knee MAE of knee MTE of knee

AFOFTSMC (Proposed) 0.0056 rad 0.0026 rad 0.0300 rad 0.0075 rad 0.0057 rad 0.0529 rad
CSMC [26] 0.0066 rad 0.0056 rad 0.0174 rad 0.0189 rad 0.0166 rad 0.0529 rad
FTSMC [27] 0.0056 rad 0.0370 rad 0.0253 rad 0.0128 rad 0.0105 rad 0.0529 rad

erate the convergence of system errors and make adaptive adjustments to control law parameters. Compared
with the traditional control methods, AFOFTSMC has better potential to be applied to the actual exoskeleton
rehabilitation robot and help patients to carry out rehabilitation training in the early stage of rehabilitation.
In addition to the field of rehabilitation robots, the algorithm can also be extended to other fields to achieve
better control effects, such as chaotic systems, robot manipulators, and quadrotor UAVs.

5. CONCLUSIONS
In this paper, we study a human gait trajectory-tracking control issue of lower limb exoskeleton rehabilitation
robot. Firstly, the dynamic properties of the lower limb exoskeleton rehabilitation robot were analyzed. Then,
a new AFOFTSMC algorithm was developed for the lower limb exoskeleton robot with uncertain parameters
and unknown external interference, where the fractional order fast terminal sliding mode function was intro-
duced to achieve rapid convergence in finite time. Particularly, the unknown dynamic part of the exoskeleton
was processed by adaptive law, and the width of the quasi-sliding mode band was adjusted in real-time to en-
sure that the sliding mode variables quickly enter the quasi-sliding mode band. Moreover, the stability of the
whole control system was verified in the Lyapunov sense. To illustrate the effectiveness of the proposed con-
troller, we compared the simulation results of CSCM, FTSMC, and AFOFTSMC on the MATLAB-Opensim
co-simulation platform. The simulation results showed that the adaptive fractional order fast terminal slid-
ing mode controller has the characteristics of high precision, fast response, and strong robustness for robot
trajectory tracking.
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