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Abstract
Many real-world robot applications, as found in precision agriculture, poultry farms, disaster response, and environ-
ment monitoring, require search, locate, and removal (SLR) operations by autonomous mobile robots. In such appli-
cation settings, the robots initially search and explore the entire workspace to find the targets, so that the subsequent
robots conveniently move directly to the targets to fulfill the task. A multi-layer robot navigation system is necessary
for SLR operations. The scenario of interest is the removal of broiler mortality by autonomous robots in poultry barns
in this paper. Daily manual collection of broiler mortality is time- and labor-consuming, and an autonomous robotic
system can solve this issue effectively. In this paper, a multi-layer navigation system is developed to detect and re-
move broiler mortality with two robots. One robot is assigned to search a large-scale workspace in a coverage mode
and find and locate objects, whereas the second robot directly moves to the located targets to remove the objects.
Directed coverage path planning (DCPP) fused with an informative planning protocol (IPP) is proposed to efficiently
search the entire workspace. IPP is proposed for coverage directions in DCPP devoted to rapidly achieving spatial
coverage with the least estimation uncertainty in the decomposed grids. The detection robot consists of a developed
informative-based directed coverage path planner and a You Only Look Once (YOLO) V4-based dead bird detector.
It refines and optimizes the coverage path based on historical data on broiler mortality distribution in a broiler barn.
The removal robot collects dead broilers driven by a new hub-basedmulti-target path routing (HMTR) scheme, which
is applicable to row-based environments. The proposed methods show great potential to navigate in broiler barns ef-

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0
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ficiently and safely, thus being a useful component for robotics. The effectiveness and robustness of the proposed
methods are validated through simulation and comparison studies.

Keywords: Directed coverage path planning, informative planning protocol (IPP), broiler mortality, YOLO V4, hub-
based multi-target routing (HMTR) scheme

1. INTRODUCTION
1.1. Background
Global broiler production has been growing since the 1960s; in the United States alone, over 9.22 billion broil-
ers were produced in 2020 at a value of 21.7 billion dollars [1]. A modern broiler barn holds 25,000 to 100,000
broilers on the open litter floor. Within the intensive production system, broiler mortality could be largely
due to disease and metabolic problems and unsuitable environmental conditions and management [2]. The
mortality rate is commonly 5% in an eight-week production cycle [1] and can reach 10% without appropriate
management [3]. As a daily task, producers need to collect and remove broiler mortality timely, which is an
arduous, time-consuming, and unpleasant task. A farmer spends hours daily identifying, gathering, and trans-
porting dead birds in a typical broiler barn (e.g., 25,000 birds/barn). Manual mortality collection is relatively
simple when broilers are young because they are lightweight and small. However, older broilers are bigger and
weigh more, and, to avoid overwork, farmers may deposit the mortality in scattered piles within the broiler
barn for subsequent removal [3]. A dead bird residing on a litter floor can result in higher levels of bacterial
accumulation and increase the risk of disease spread via direct contact or vector transmission [3]. Additionally,
caretakers risk their health if exposed to harsh working environments (e.g., concentrated ammonia and dust)
for a long term [2]. Therefore, autonomous robotic systems for collecting broiler mortality are warranted to
improve labor efficiency and reduce biosecurity issues.

Robotic systems have been developed to facilitate poultry production [4,5]. Vroegindeweij et al. developed a
PoultryBot to avoid obstacles and pick up floor eggs in cage-free hen housing systems [6]. Li et al. developed an
egg picking robot based on a deep learning detector and a robot arm [7]. Some poultry robots are commercial-
ized to help farmers monitor environments, inspect bird health and welfare status, stimulate bird movement,
aerate litter, and disinfect poultry barns. However, robots for poultry mortality removal are still not commer-
cially available. Many aspects need to be considered for developing such a robot [8]. Among them, robot path
planning is one of the most essential parts of effective and efficient determination of robot routes [9,10].

1.2. Related work
Many approaches have been proposed to achieve reliable autonomous robot motion planning, such as ant
colony optimization (ACO) [11–13], fireworks algorithm (FWA) [14], bat-pigeon algorithm (BPA) [15], graph-
based method [16], and neural network models [17–19]. Lei et al. proposed a hybrid model to optimize the
trajectory of the global path using a graph-based search algorithm associated with an ant colony optimiza-
tion (ACO) method [11]. A hybrid fireworks algorithm with LIDAR-based local navigation capable of gen-
erating short collision-free trajectories in unstructured environments was developed [14]. The cuckoo search
algorithm has also been successfully applied to the efficient and safe navigation of robots [20]. A bat-pigeon al-
gorithm [15] was developed with crack detection-driven autonomous vehicle navigation andmapping, in which
a local search-based bat algorithm and a global search-based pigeon-inspired optimization algorithm are ef-
fectively integrated to improve the speed and performance of robot path planning and mapping. Wang and
Meng [16] suggested a nonuniform sampling technique, which efficiently computes high-quality collision-free
paths based on a generalized Voronoi graph. A biologically motivated neural network model using a shunting
equation was proposed by Yang and Luo [17] for real-time path planning with obstacle avoidance. Luo et al.
extended the model of trajectory planning with safety consideration in conjunction with the virtual obstacle
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algorithm [21]. However, the design and implementation of path planning in a broiler barn involve multiple
aspects for mortality removal. Especially with the large scale of modern broiler barns (e.g. 12 m × 200 m),
poultry mortality is widely distributed anywhere in the barn, which increases the difficulty of detecting and
removing dead broilers. Therefore, we propose a system for searching and removing broiler mortality with
two robots. One is a broiler mortality detection robot and the other is a broiler mortality removal robot. The
major function of the detection robot is to precisely and efficiently search the whole broiler barn and indi-
cate the position of dead broilers. Thus, coverage path planning (CPP) algorithms need to be introduced to
assist robots in search and exploration tasks, such as bio-inspired neural networks [22], Boustrophedon grid
decomposition [23], deep learning [24,25], etc.

Luo and Yang [22] developed the bio-inspired neural network (BNN) method to navigate robots to perform
complete coverage path planning (CCPP) while avoiding obstacles within dynamic environments. The robot
is attracted to unscanned areas and repelled by the previous scanned areas or obstacles based on the neu-
ral activity through the BNN model. The next position of the robot depends on the current position of the
robot and neuron activity associated with its current position. Zhu et al. proposed a complete coverage path
planning model using Glasius BNN, which is extended to multiple robots to lower the overall search time
and improve efficiency [19]. Unlike the BNN approach, the boundary representation model that defines the
workspace is adopted by the Boustrophedon cellular decomposition (BCD) method and deep reinforcement
learning approach (DRL). The BCD method proposed by Acar and Choset [23] decomposes the environment
into many line scan partitions explored through a back-and-forth path (BFP) in the same direction. BCD is an
effective CCPP method for more diverse, non-polygonal obstacles in a workspace. In trapezoidal decomposi-
tion as a cell, it is covered in back-and-forth patterns. For a complex configuration space with irregular-shaped
obstacles, BCD needs to construct a graph that represents the adjacency connections of the cells in the Boustro-
phedon decomposition. Similarly, Nasirian et al. utilized traditional graph theory to segment the workspace
and proposed a deep reinforcement learning approach to solve the CCPP problem in a complex workspace [24].
Lei et al. proposed a deep learning method to detect the workspace and generate turning waypoints for the
robot to complete the coverage of the entire workspace [25]. The trajectory generated by the above-presented
algorithms completely covers the workspace in light of the size of the robot, which is more suitable for a large-
sized workspace with a broad sensing range. However, with the limited sensing range of robots in broiler barns,
a complete coverage trajectory requires a large amount of time and energy, which may not be affordable to the
farmers.

Themethods of object detection have been extensively studied, and many object detectors are utilized in many
agricultural settings. Li et al. proposed a fast region-based CNN (R-CNN) detector with high accuracy to
adapt to the illumination of different colored lights in the farm and detect the cage-free floor eggs [26]. A mask
R-CNN object detector was developed by Li et al. to detect hen preening behaviors in barns to automatically
monitor poultry behaviors, judge the comfort level of hens, and assist welfare-oriented poultrymanagement [27].
Bochkovskiy et al. proposed a YOLO V4 object detector, which is a deep learning-based object detection
technique with high accuracy [28]. It is an effective object detector to localize objects in real-time processing.

1.3. Proposed methods and original contribution
A directed coverage path planning (DCPP) fused with an informative planning protocol (IPP) is proposed to
efficiently search the entire barn. The broiler barn is first decomposed into large grids based on the workspace
dimensions to obtain overall global trajectories with coverage directions. IPP continues to rapidly achieve spa-
tial coverage with the least estimation uncertainty in the decomposed grids. Flexible and efficient trajectories
are formed by utilizing historical information of broiler mortality spatial distribution [29] and the direction in-
formation from the previous steps. With the assistance of current state-of-the-art computer vision algorithms
in precision agriculture, such as deep learning techniques [30], the robot could detect dead birds in the grids
of vision range and find the mortality location for the removal robot. Such a comprehensive path planning
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method for the localization robot could pinpoint targets and avoid unnecessary searching trajectories, saveing
the robot time and energy.

After the locations of dead broilers are precisely and efficiently identified, the removal robot is deployed to
collect the mortalities. To save time and energy, the total length of the path to remove multiple dead broilers
in succession should be minimized [31]. In that regard, a new hub-based multi-target routing (HMTR) scheme
is developed in this paper, which originates from the row-based environment routing of broiler barn. By intro-
ducing hub grids, computational efficiency is improved for distance calculations between targets. Based on the
locations of the dead birds, the best visiting sequence is determined while planning collision-free trajectories
simultaneously. Furthermore, a reactive local navigator is developed to dynamically update the path and map
in real time to avoid moving obstacles and unforeseen obstacles in the dynamic environment. This is of great
help to robot safety and obstacle avoidance and prolongs the life of the robot.

Overall, we propose a system for detecting and removing broilermortality with two robots. The detection robot
consists of an informative directed coverage path planner and a You Only Look Once (YOLO) V4-based dead
bird detector. The removal robot collects dead broilers by the hub-based multi-target path routing (HMTR)
scheme. Meanwhile, with the reactive local navigator, the robots avoid obstacles and reach the target position
through the real-time updated information of the onboard LIDAR sensors.

The major contributions of this paper are summarized as follows:

• A multi-layer robot navigation system for search, locate, and remove (SLR) operations is developed for the
removal of dead broilers in a poultry barn to reduce the daily laborious and time-consuming work.

• A directed coverage path planning (DCPP) method integrated with an informative planning protocol (IPP)
is developed to efficiently search targets in a large-scale workspace, which is initially decomposed into grids,
and the optimal coverage directions are obtained based on the workspace. The detection robot adaptively
explores the workspace to generate the trajectory in the grids in light of the historical data of searched
targets and the coverage directions.

• The informative planning protocol (IPP) is developed to integrate coverage directions devoted to rapidly
achieving spatial coverage with the least estimation uncertainty in the decomposed grids.

• To efficiently reach the targets, a new hub-based multi-target path routing (HMTR) scheme is proposed to
row-based environments. The total visiting distance is minimized through obtained targets to generate an
optimal sequence to connect all the targets.

• Practically, to apply this navigation system in the poultry barn, multiple robots with this developed naviga-
tion system are utilized, consisting of a dead broiler search robot to search and locate the dead broilers and
a dead broiler removal robot to collect the dead broiler afterwards.

2. PRELIMINARY DEFINITION
2.1. Workspace setup and robot configuration
The complex barn environment is simplified into a rectangular robot workspace (152 m long × 12 m wide)
based on typical United States broiler barn dimensions [32]. The workspace where the robot needs to collect
dead broilers consists of multiple feeding and drinking lines that run the length of the barn, start and end
positions of the robot, and dead and live broilers that are randomly located in the barn. Two feeding and three
drinking lines are arranged in parallel in the middle, each measuring 140 m long and 0.3 m wide [Figure 1].
The distance between lines is 1.75 m, and endpoints of the lines are 6 m away from the ends of the barn. The
start and end positions are located near the gate of the barn and could be altered in a real-world application.
Live/dead birds are simplified as 20 cm diameter circles. With a stocking density of nearly 929 cm2/bird (1
ft2/bird), the barn is assumed to have 20,000 birds. The workspace is illustrated in Figure 1.

http://dx.doi.org/10.20517/ir.2022.18
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Figure 1. Illustration of simulated workspace based on a broiler barn. Blue lines are drinking lines, while grey lines are feeding lines. In total,
20,000 broilers are randomly distributed in the workspace.

Figure 2. Illustration of the cylindrical robot with a camera and LIDAR sensor. Cylinder represents robot, dot circles represent LIDAR sensor
scans, while the yellow circle is a target (dead broiler).

The tested robots in this paper are assumed to be cylinders, each 20 cm in radius and 60 cm in height. The
payload based on bird volume (10 cm in height and 11–30 cm in diameter [33]) is estimated as 30 dead birds.
It is equipped with a camera to capture bird images in real time. The entire workspace is decomposed into
non-overlapping grids, each measuring 200 cm long × 200 cm wide [Figure 1]. A LIDAR sensor is mounted
into the robot to detect static (i.e., feeding and drinking lines) and dynamic (i.e., live broilers) obstacles. The
effective maximum detection range is limited by complex environments to a radius with approximately 60
cm. The basic function of the robot is to search for dead and live broilers during their moving, arrive at the
mortality, and avoid moving birds. The parameters of the robot are set as follows: maximum linear velocity of
1 m/s, maximum angular velocity of 20 rad/s, maximum acceleration/deceleration of 0.2 m/s2, and maximum
angular acceleration/deceleration of 50 rad/𝑠2. These parameters are suited to industrial levels. The proposed
autonomous robot is illustrated in Figure 2.

2.2. Overall workflow for robot path planning
The overall procedure of the multi-layer robot navigation system is shown in Figure 3. The workspace is
decomposed into a grid-based working map and fed into the robots. The whole robotic framework consists of
the detection robot and removal robot, where the detection robot is run at first followed by the removal robot.
The detection robot considers the map information and historical mortality distribution while it outputs a

http://dx.doi.org/10.20517/ir.2022.18


Page 318 Lei et al. Intell Robot 2022;2(4):313­32 I http://dx.doi.org/10.20517/ir.2022.18

Figure 3. Overall procedure of the multi-layer. The dashed blue lines represent the DCPP with the coverage directions. The informative
planning protocol integrates coverage directions and continues to rapidly achieve spatial coverage with the least estimation uncertainty in
the decomposed grids. Red circles are the dead broilers found by YOLO V4-based dead broiler detector in the boiler barn. The maroon
grids are the hubs in the row-based environment. The green lines represent the hub-based multi-target paths. Note that the heat map in
this figure only represents the distribution of the historical data of dead chickens, which is different from the information heat maps with
generated coverage direction information in the rest of the paper. DCPP: Defined contribution pension plan.

mortality-based coverage trajectory. It mainly consists of two parts: (1) informative directed coverage path
planning; and (2) target detection. The removal robot determines the final trajectory in real time by utilizing
the coordinates of dead birds throughout a broiler barn. It consists of an HMTR scheme.

3. METHOD
3.1. The overall workflow of the proposed work
Details of the corresponding algorithms are described in the following sections. The overall workflow of the
path planning for the broiler mortality detection and removal robots is illustrated in Figure 4.

The proposedmulti-layer robot navigation system illustrated in Figure 4 consists of informative directed cover-
age path planning (directed coverage path planning and informative planning protocol), the hub-based multi-
target routing (HMTR) scheme, target detection, and YOLO V4. In this navigation system, the initial robot
is tasked with finding and locating objects in a large-scale setting, while the second robot proceeds directly
to the targets it has discovered to remove the objects. To effectively search the full vast workspace, a directed
coverage path planning (DCPP) coupled with an informative planning protocol (IPP) is proposed in the sys-
tem, as shown in Figure 4. To quickly achieve spatial coverage with the least amount of estimation error in the
deconstructed grids, IPP is recommended for coverage directions in DCPP. The detection robot is driven by
the You Only Look Once (YOLO) V4-based dead bird detector and an informative-based directed coverage
path planner. As applied in the poultry barn, two robots are utilized in this multi-layer navigation system to
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Figure 4. Overall workflow of the path planning for the broiler mortality detection and removal robots. The dynamic window approach
(DWA) local navigator is also utilized to avoid live broilers in simulations.

find and eliminate broiler mortality.

3.2. Directed coverage path planning
Thedirected coverage path planning (DCPP) is utilized to generate an overall trajectory of the broiler mortality
detection robot. It should meet the following requirements:

1. The mobile robot must move through all regions of interest in the barn.
2. Motion trajectories should be simplified as straight lines.
3. The robot should cover the regions with minimal overlapping.
4. The path should be optimized with one of the criteria, such as distance, time, and energy.
5. The start and end points for the robots should be co-located so that farmers do not need to enter the barn

and retrieve the stopped robot from the barn interior.

In this paper, the criterion to generate a directed coverage path is the total shortest path, which could save
running energy for the robots. In the decomposed workingmap, the adjacent grids share at least one boundary,
while nodes of the adjacent grids are connected to form overall trajectories. There are two commonly used
methods for CPP: zigzag motion planning and spiral motion planning, namely back-and-forth and boundary
sweep methods [17].

The robot moves along the lengthwise direction of the workspace under the zigzag motion planning, and the
total path length is calculated by Equation (1):

L𝑧 =
(
L𝑙 − L𝑔

)
×
(
L𝑠
L𝑔

)
+ L𝑠 − Lg (1)

where L𝑧 is the total length of zigzag motion planning; 𝐿𝑙 is the length of the long side of a workspace; L𝑠 is
the length of the short side of a workspace; and L𝑔 is the length of a grid. The robot under the zigzag motion
planning moves along the long side of the workspace L𝑠/L𝑔 times and along the short side L𝑠/L𝑔 − 1 times.
It turns 2(L𝑠/L𝑔 − 1) times.

Under the spiral motion planning, the robot moves along the boundary of the workspace progressively and at
the same time toward the center spirally. The total travel distance (TD) on the short side D𝑠 is

D𝑠 =
L𝑠 ×

(
L𝑠 − L𝑔

)
2 × L𝑔

(2)

The total travel distance on the long side D𝑙 is

D𝑙 =
2L𝑙L𝑠 − (L𝑠)2 + L𝑔L𝑠 − 2

(
L𝑔

)2
2L𝑔

(3)
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L𝑝 = D𝑠 + D𝑙 =
2L𝑙L𝑠 − 2

(
L𝑔

)2
2L𝑔

(4)

where 𝐿𝑝 is the total length of spiral motion planning. However, the start and end points of the robot coverage
path are different based on the two traditional methods, which cannot meet Requirement 5. The total path
length should include the returning path towards the start point, which could be suboptimal under the two
planning methods.

Lemma 1. The length of returning path under zigzag planning in the workspace (L𝑧𝑅) is constrained as

L𝑠 − L𝑔 ≤ L𝑧𝑅 ≤
√(
L𝑙 − L𝑔

)2 + (L𝑠 − L𝑔 )2 (5)

Proof. Since L𝑙 ≥ L𝑠 > L𝑔 , we have L𝑠 − L𝑔 <
√(
L𝑙 − L𝑔

)2 + (L𝑠 − L𝑔 )2.
The equality holds on the left of Equation (5) whenL𝑠 = 2×𝑛×L𝑔 for 𝑛 = 1, 2, 3, .... Then, theL𝑧𝑅 = L𝑠−L𝑔 .

The equality is satisfied on the right of Equation (5) when L𝑠 = (2 ×𝑚 − 1) × L𝑔 for 𝑚 = 2, 3, 4, .... Then, the
L𝑧𝑅 is

L𝑧𝑅 =
√
(L𝑙 − L𝑔)2 + (L𝑠 − L𝑔)2 (6)

This completes the proof of Lemma 1.

Lemma 2. The length of returning path under the spiral planning in the workspace (L𝑝𝑅) is given√
( L𝑠

2
)2 + (

Ls − 2L𝑔
2

)2 ≤ L𝑝𝑅 ≤
√
(
L𝑠 − L𝑔

2
)2 + (

2L𝑙 − L𝑠 + L𝑔
2

)2 (7)

Proof. Since L𝑙 ≥ L𝑠 > L𝑔 ,
(
𝐿𝑠−2𝐿𝑔

2

)2
<

(
L𝑠−L𝑔

2

)2
and

(
L𝑠

2

)2
<

(
2Ll−L𝑠+L𝑔

2

)2
, we have

√(
L𝑠

2

)2
+
(
L𝑠−2L𝑔

2

)2

<

√(
L𝑠−𝐿𝑔

2

)2
+
(

2L𝑙−L𝑠+L𝑔

2

)2
.

The equality holds on the left of Equation (7) when L𝑠 = 2 × 𝑛 × L𝑔 for 𝑛 = 1, 2, 3, ...Then, the L𝑝𝑅 is

L𝑝𝑅 =

√(
L𝑠
2

)2
+
(Ls − 2L𝑔

2

)2
(8)

The equality holds on the right of Equation (7) when L𝑠 = (2 × 𝑚 − 1) × L𝑔 for 𝑚 = 2, 3, 4, ...

Then, the L𝑝𝑅 is

L𝑝𝑅 =

√(L𝑠 − L𝑔
2

)2
+
(2L𝑙 − L𝑠 + L𝑔

2

)2
(9)

This completes the proof of Lemma 2.

The robot follows the first two steps of spiral motion planning, then repeats the zigzag motion planning, and
finally returns to the start point. The robot is assumed to run along the feeding and drinking lines without
moving across them. TheDCPP finally provides the robot with overall trajectories from the start to end points.

The total path length of DCPP (L𝑀 ) is calculated through Equation (10):

L𝑀 = 2 ×
(
L𝑙 + L𝑠 − 2L𝑔

)
+
(
L𝑙 − 2L𝑔

)
×
L𝑠 − 2L𝑔
L𝑔

(10)
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The procedure of the proposed DCPP in a broiler barn is described in Algorithm 1. It is worth noting that the
DCPP does not provide the robot with an actual coverage path, which could vary based on the IPP.

Algorithm 1: Directed coverage path planning procedure in a broiler barn
Initialize the left turn times 𝜏 = 0;
Initialize the next step state as null, S = [];
Initialize the robot heading to the longer side of the barn;
while (the robot does not reach target position) do

if (𝜏 < 2) then
if (no obstacle on the right) then

Turn right and move forward;
else if (no obstacle in the front) then

Move forward;
else if (no obstacle on the left) then

Turn left and move forward;
𝜏 = 𝜏 + 1;

end
end
if (𝜏 ≥ 3 and the robot can move forward) then

if (no obstacle in the front) then
Set S = [Move forward];

else if (no obstacle on the left) then
Set S = [Turn left and move forward];
Turn left;

else if (no obstacle on the right) then
Set S = [Turn right and move forward];
Turn right;

end
Perform S;

end
end

3.3. Informative planning protocol
The informative planning protocol (IPP) further refines and optimizes the coverage path based on historical
data on broiler mortality distribution in a broiler barn. In the general case, the IPP incorporates the multi-
objective informative planning and uses DCPP and historical data to guide the robots to more frequently
visit those places with a higher probability of broiler mortality appearance. This multi-objective optimization
problem is stated in Equation (11).

𝒎∗ = argmax
𝒎∈M

{
𝔇(𝒎), I1(𝒎), I2(𝒎), · · · , I𝑛 (𝒎)

}
,

s.t. C𝒎 ≤ B
(11)

where 𝒎 is a sequence of robot motion planning, 𝒎∗ is the selected robot motion with maximum information
gain,M is the list of possible robot motion sequences, C𝒎 is the cost budget, andB is a budget with regard
to time, memory, energy, maximum iteration times, etc. I𝑖 (𝒎), 𝑖 = 1, 2, ..., 𝑛, represents the information
gathered by the robot motions and 𝑛 is the number of the information source in the grid [34]. 𝔇(𝒎) represents
the information from planned DCPP directions.
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Figure 5. Illustration of the informative planning protocol (IPP): (A) general process of IPP; and (B) a specific example of IPP. The trees in
(B) are mirrored for readable presentation, and the two robots are the same.

Figure 6. Illustration of the informative directed path planning in the grid, which performs target finding, i.e., where the dead broilers most
likely exist: (A) heatmapwith historical data of dead broilers andDCPP direction information; and (B) the final planned informative directed
trajectory in the grid.
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The informative directed coverage path planning is shown in Figure 5. In Figure 5A, the planner weighs dif-
ferent objectives (e.g., rapidly covers the space as driven by DPCC or moves to the most likely area as driven
by heat map) and optimizes the multi-objective problem to choose a preferred solution from a given set of
optimal solutions. The preferred solution is then reflected as actions planned into the workspace, and the
learner further improves it in a back-propagation direction. Finally, the most promising solution is deter-
mined based on rewards, and a mortality-based coverage path is constructed accordingly. A specific example
of the IPP is depicted in Figure 5B. The major component is a primitive path which is built with robot kine-
matic constraints and divided into five sub-branches, each connected by two nodes. The path is constructed
accumulatively during each iteration, and the most informative nodes are explored and selected first for the
area with the highest probability of broiler mortality appearance. The rewards are only utilized in the selected
nodes for optimization. The framework consists of selection, expansion, simulation, and back-propagation
in each iteration. During selection, starting at the initial position, target nodes are recursively selected until
an undependable node is encountered. During expansion, each expandable node is subdivided into five sub-
branches. During simulation, the multiple-objective function is operated in each expandable node to gain a
reward vector. Finally, during back-propagation, the rewards are backed up in each selected and expandable
node.

Note that the information in this paper is defined by the broiler mortality historical data for the past 30 days.
Since historical data as a priority map also have uncertainty, we utilize the Gaussian process (GP) to transform
them into a continuous information map. The amounts of information in each grid can be varied with the
number of dead broilers detected. To ensure the robot’s path tends to the next planned grid, we set 𝔇(𝒎) as
the average value of the current grid information at the adjacent edge, which proportionally decreases with the
distance in the opposite direction of DCPP in the grid. More 𝔇(𝒎) information can be clearly found in the
red dashed rectangle near the edge of the next grid [Figure 6A]. The planned path tends to be an optimized
decision between the length and information gain along it, which might be conflicting in nature. Note that
the IPP is only executed within each grid. The path obtained by DCPP becomes an information-oriented
application in each grid, guiding the robot to the next grid. The resultant trajectory in the grid is shown in
Figure 6B.

The time complexity depends on the Monte Carlo Tree Search (MCTS) tree depth and the steps of each simu-
lation. Assume in an arbitrary iteration 𝑖, the tree depth is 𝑑𝑖 . Then, the number of total actions is 𝑂 (𝑑𝑖 × 𝑛𝑎),
where 𝑛𝑎 is the number of defined primitive actions. Assume each simulation process costs 𝑂 (𝑆), which is a
problem-dependent value (e.g., the steps of simulation are preset depending on the simulation time budget,
considering that longer simulations are more accurate, while shorter simulations return a result more quickly).
Then, the complexity for one search iteration is 𝑂 (𝑑𝑖 × 𝑛𝑎 + 𝑆). If we proceed 𝑁 iterations, the complexity is
𝑂 (𝑁 (𝑑𝑖 × 𝑛𝑎 + 𝑆)). For multiple objective computation, the complexity becomes 𝑂 (𝑁 (𝑑𝑖 × 𝑛2

𝑎 + 𝑆)) due to
required extra computation in the MCTS selection step. For practical runtime assessment, a concrete example
is when searching 1000 iterations with five available actions on a standard laptop, MCTS takes around 0.3 s and
multi-objective MCTS (formally ParetoMCTS) needs about 1 s. With a better computer, the runtime should
be even better. This suffices to make a real-time decision.

3.4. Target detection
The target detection is to localize dead birds in real-time processing [35,36]. The dead birds are detected by the
YOLOV4 dead bird detector [28] [Figure 7]. The images are captured by the camera and input into the detector.
The detector should first be well trained and developed in view of the captured images. Then, the trained
YOLO V4 takes the acquired image as an input to convert it into a map with default grids. Predefined anchors
are tiled onto each grid cell, and predictions of bounding boxes along with confidences and class names are
made accordingly. With the non-maximum suppression rule, the bounding box with the highest confidence
is retained for dead bird detection. Finally, the detection results, including indices, centroid coordinates, and
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Figure 7. Network architecture of You Only Look Once (YOLO) V4 dead bird detector. Dead birds are enclosed with green bounding boxes.

width and height of bounding boxes, are utilized to pinpoint broiler mortality in each cell. Based on our
previous testing, the YOLO V4 achieves on average 90% precision, recall, and F1 scores for detection, 4.8 mm
root mean square error for localization, and 7 fps for processing speed when dealing with broiler mortality
at various bird ages, light intensities, and bird body gestures. Therefore, it is suitable to serve our purpose of
real-time detecting and localizing broiler mortality in this research.

Themotivation for selecting the YOLOV4 is that it is a stable, mature, and efficient model and provides reliable
and accurate detection results. The major function of this model serving part of the robotic navigation system
is to localize dead birds. We also understand that there are more recent deep learning object detection models
available, such as YOLO V7 that can be easily trained with custom datasets and replaces YOLO V4. The path
planning for the removal robot is completed after the locations of broiler mortality are obtained in the coverage
path.

3.5. Multi­target routing scheme
The dead broilers in the coverage path of a broiler barn are located as multiple targets collected by the removal
robot. The robot should start from and return to the same point (entrance/exit gate of the barn), as addressed
in Section 2.3. Meanwhile, multi-target path planning of the robot should have two major functions: obstacle
avoidance and minimal travel distance regarding time and energy consumption. In those regards, multi-target
path planning consists of two steps. The first step is point-to-point navigation, which generates the shortest
collision-free path between target points. The second step is to navigate the robot to the targets in sequence,
so as to minimize the total length of the trajectory.

To achieve the optimal visiting sequence ofN targets, it is necessary to define the cost of path lengths between
target points, that is, the shortest distance with obstacle avoidance between target points. Dijkstra’s algorithm is
utilized tominimize the length of point-to-point navigations. However, Dijkstra’s algorithmneeds to build aN𝑠
×N𝑠 adjacent matrix. TheN𝑠 is the total number of grids in a decomposed workspace (i.e., 456 for the current
broiler barn) , resulting in highly expensive computation. Therefore, in light of the broiler layout, we design
hub grids to reduce the computational effort. Note that the proposed hub-based multi-target routing (HMTR)
scheme is applicable to all row-based environments formulti-target navigation, such as storage buildings, crops,
power stations, etc.

The hub grid refers to the grid at the two ends of the feeding and drinking lines. For instance, in Figure 8, six
hub grids are shown in the pink dashed line rectangle. It has the characteristics of unobstructed connection
of targets in the corridor formed by the feeding and drinking lines, such as the hub grids connecting targets
T1, T2, and T3 with no collision. It also features a collision-free connection to targets outside the corridor,
such as the hub grid that can connect target T4 without collision. When the connecting lines between target
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Figure 8. Example illustration of the HMTR scheme.

points are blocked by obstacles, as shown by the black dotted lines in Figure 8, the corresponding hub grids are
initially obtained for connection. The selection of the corresponding hub grids to the targets 𝑖 and 𝑗 is made
by the total distance. Let F𝐿𝑖 be the distance from the target point 𝑖 to the centerline of the hub grid on the
left side and F𝑅𝑖 be the distance from the target point 𝑖 to the centerline of the hub grid on the right side. If
(F𝐿𝑖 +F𝐿 𝑗 ) > (F𝑅𝑖 +F𝑅 𝑗 ), the hub grid on the right side is selected. If (F𝐿𝑖 +F𝐿 𝑗 ) ≤ (F𝑅𝑖 +F𝑅 𝑗 ), the hub
grid on the left side is selected.

To further optimize the path selection, we decompose the hub grid into nine ports that can be connected. When
the port is blocked by a feeding or drinking line, it is regarded as inaccessible. The total path length between
target points 𝑖 and 𝑗 is 𝔏𝑖 𝑗 , which is the addition of the length of the hub bridge path and the length of the hub
connection path shown in Figure 8. Dijkstra’s algorithm is utilized to minimize the length of point-to-point
navigations. The trajectory is established between two points, which can be selected from each accessible port
or the dead broilers. Each point is recursively connected with the other points, and the distances of connection
lines passing through obstacles are assigned by an infinite number. As a result, point-to-point navigation with
obstacles is excluded, and feasible solutions are retained. The shortest paths between each pair of points are
selected from those feasible solutions. Each dead bird skips intermediate connections between adjacent grids
and connect directly to the nearest port in the hub grid or to another dead bird, avoiding obstacles with the
shortest traveling distance and improving computational efficiency.

The Miller–Tucker–Zemlin (MTZ) algorithm is then introduced for sequencing the navigation among the
target points [37]. We define the connection variable as ℭ𝑖 𝑗 and path lengths between target points 𝑖 and 𝑗 as
𝔏𝑖 𝑗 . The objective function is then given by

min
∑
𝑖

∑
𝑗

𝔏𝑖 𝑗ℭ𝑖 𝑗 (12)

To ensure that the result is a valid tour, several constraints must be added [Equation (13)]∑
𝑖∈V ℭ𝑖 𝑗 = 1, ∀ 𝑗 ∈ V, 𝑖 ≠ 𝑗∑
𝑗∈V ℭ𝑖 𝑗 = 1, ∀𝑖 ∈ V, 𝑖 ≠ 𝑗

(13)
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where V is the set of number of target points. The first set of equalities is a go-to constraint, which requires
that each target point is visited only once and is different from the others. The second set of equalities is a
come-from constraint, which requires that the departure of each target point also occurs once and is different
from the other ones.

Equations (12) and (13) may formmultiple enclosed paths for all target points, with the formation of subtours.
TheMTZ constraints are utilized to eliminate unnecessary subtours and ensure a single enclosed path with the
shortest length [Equation (14)]. Each visited node is labeled, resulting in the uniqueness of each visit.

U𝑖 + ℭ𝑖 𝑗 ≤ U 𝑗 + (𝑛 − 1) ×
(
1 − ℭ𝑖 𝑗

)
2 ≤ 𝑗 ≤ 𝑛 (14)

whereU is the sequence of each target point visited and 𝑛 is the number of target points. When ℭ𝑖 𝑗 = 1, the
equality holds (U𝑖 + 1 = U𝑗 ).

Based on the MTZ algorithm, we finally obtain a visiting sequence of dead broilers. The robot with that
sequence starts and ends at the gate of the broiler barn with the shortest collision-free paths.

Algorithm 2: Hub-based multi-target routing (HMTR) scheme
LoadN obtained broiler locations as T1, ...,TN and robot initial location as T0.
Initialize the connection variable matrix ℭ;
for 𝑖 = 0 : N do

for 𝑗 = 0 : N do
if T𝑖 can direct connect to T 𝑗 then

𝔏𝑖 𝑗 =
√
(𝑥T𝑖
− 𝑥T 𝑗

)2 + (𝑦T𝑖
− 𝑦T 𝑗

)2;
else

if (F𝐿𝑖 +F𝐿 𝑗 ) > (F𝑅𝑖 +F𝑅 𝑗 ) then
Select corresponding right-side hub grids;

else
Select corresponding left-side hub grids;

end
Select the best ports in the hub grids;
Use Dijkstra algorithm to obtain 𝔏𝑖 𝑗

end
end

end
Use MTZ method to find the optimal visiting sequence.

4. SIMULATION AND COMPARATIVE STUDIES
Simulation and comparative studies were carried out to validate the effectiveness and efficiency of the proposed
path planning methods of real-time autonomous mobile robots. The environments referred to are those in a
typical broiler barn. The robot was parameterized as described in Section 2.1 based on commercialized poultry
robots. These settings were taken to exemplify our proposedmethod and could be tailored according to specific
applications.
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Table 1. Comparison of path length and approximated travel time in broiler barn. The robot is assumed to have a linear velocity of 0.4
m/s

Models Path length (m) Approximated travel time (min)
Proposed model 1182 49

BCD 16,408 683

4.1. Path planning for the detection robot
The proposed DCPP was initially compared with the zigzag and spiral methods. The start and end points
for the broiler mortality robot were the same for the three methods, and our proposed method did not have
redundant return paths. The total path length of the three methods was 912 m for the proposed method, 920
m for the zigzag method, and 917 m for the spiral method, respectively. The overall path based on the DCPP
is depicted in Figure 9B.

With the assistance of DCPP, IPP is shown in Figure 9A and C. The cases are executed between two feed-
ing/drinking lines, indicated as black bars on the left and right of the figures. The robot accounts for the
overall DCPP direction and historical dead bird distribution data depicted as heat maps with red color areas
indicating a higher possibility of broiler mortality appearance. Cyan areas indicate multiple branches subdi-
vided by IPP. A path indicated as a red line designates a maximal information gain. Once the robot meets a
random obstacle (indicated as the black object in Figure 10), such as welfare enrichment (e.g., perches, straw
bales, and pecking stones) [38], the information gain of IPP is optimized with the historical data and DCPP
direction while avoiding the obstacle. Not only is the trajectory planned with previous data, but it is also up-
dated with new data [Figure 11], resulting in a real-time efficient path for the robot. In Figure 11, the trajectory
changes from roaming between two obstacles to roaming atop the upper obstacle after the broiler mortality
distribution data are updated based on the YOLO V4 dead bird detection and localization.

Limited by the working environment in the broiler barn, it is assumed that the detection range of the robot
is 50 cm and the linear speed is 0.4 m/s. Through the traditional CCPP algorithm, such as BCD method, the
path length of the CCPP is 16,408 m, which requires approximately 683 min to complete. However, DCPP
with IPP is fine-tuned on the basis of the information gained on the paths generated by DCPP. In light of
various information distribution in different environments, the final generated global trajectory length in each
grid is only 12%-37% longer than DCPP.The final path length of the DCPP with IPP is 1182 m, which requires
approximately 49min to complete. Compared with the traditional CCPP, our proposed algorithm has a shorter
path length and the travel time alsomeets the demands of broiler barns. The final results are outlined in Table 1.

4.2. Path planning of the removal robot
With the AI-based advancement of sensing techniques, locations of broiler mortality are obtained in an over-
all trajectory for the second robot. The HMTR receives the mortality location information and generates a
collision-free route to reach the targets in a reasonable and efficient sequence so that the total traveling dis-
tance is minimized. To validate the adaptability and efficiency of our algorithms in various number of targets,
three datasets were selected for simulation and comparative studies [39]. In each dataset, we iteratively per-
formed 30 executions to compute the mean and standard deviation of path length. Table 2 summarizes the
qualitative comparison results between the features of our algorithm and state-of-art models, such as genetic
algorithm (GA), particle swarm optimization (PSO), self-organizing maps (SOM), and imperialist competi-
tive algorithm (ICA). The SOM algorithm is similar to a typical artificial neural network algorithm, except
it utilizes a competitive learning process instead of back-propagation that utilizes gradient descent. The ICA
algorithm is a biologically inspired algorithm, which simulates the social-political process of imperialism and
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Figure 9. Illustration of robot global path planning in the tested workspace: (A and C) examples of informative trajectory between two
feeding/drinking lines in various DCPP directions and historical dead bird distribution data; and (B) the overall DCPP trajectory.

Figure 10. Informative planning protocol avoids a randomobstacle in the grid: (A) the final planned informative directed coverage trajectory
in grid; and (B) heat map with historical data of dead broilers and DCPP direction information.

imperialistic competition in humans.

Then, the reactive local navigator was utilized to generate real-time commands (e.g., acceleration, deceleration,
and turning) for the robot arriving at a dead bird. Figure 12 shows three instances of grids for local naviga-
tion. Based on our simulation studies, using the dynamic window approach (DWA) local navigator, the robot
successfully reached the existing dead birds and simultaneously avoided moving/still broilers. Robot running
time and local trajectories could vary with grid locations, dead bird number in a grid, and distribution of live
birds. As shown in Figure 12A, the two connected grids were between feeding and drinking lines surrounded
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Figure 11. Different trajectories generated by updated historical data: (A) the planned trajectory with previous data; (B) the new planned
trajectory with new data; and (C) heat map with different historical data.

Figure 12. Illustration of robot local navigation at various locations: (A) sample of grids between feeding and drinking lines; (B) sample of
grids at the corner; and (C) sample of grids for robot U-turning. Green lines represent the robot real motion trajectory, blue dashed lines
represent trajectories generated by global path planning, navy blue solid circles are robot final positions in the figure, navy blue dashed
circles illustrate different stages of robot positions, grey rectangles are feeding lines and drinking lines, red dots are dead broilers, and slate
grey dots are live broilers.

by birds, which were the most common cases in broiler barns, and two dead birds were distributed separately
in the two grids. The trajectory of the robot was relatively straightforward due to less blockage of moving birds,
in which the running time was 22–24 s for the left grid and 24–26 s for the right grid. As shown in Figure 12B,
the connected grids were at the corner of the barn with two dead birds in the left grid and one dead bird in the
right grid, resulting in a running time of 56–58 s for the left grid and 34–36 s for the right grid. As shown in
Figure 12C, the robot needed to make a U-turn between the two connected grids to complete the path. Even
though no dead birds were detected in the grids, the the live birds could still interfere with the robot due to
their random distribution and unpredictable movements. Therefore, the running time varied for the two grids:
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Table 2. Comparison of minimum path length, average path length, and standard deviation (STD) of path length with other models. The
values are reported for 30 executions

Test data set Model Min length (m) Average length(m) Length STD (m)

Bays29

GA 9.47e+03 9.98e+03 4.46e+03
PSO 9.07e+03 9.25e+03 2.38e+03
SOM 1.01E+04 1.28E+04 7.59E+03
ICA 1.09E+04 1.22E+04 9.87E+03

Proposed model 9.07e+03 9.07e+03 0

KroA200

GA 2.39e+05 2.57e+05 1.15e+04
PSO 1.09e+05 1.17e+05 5.50e+03
SOM 2.13E+05 2.60E+05 2.19E+04
ICA 2.12E+05 2.60E+05 6.67E+03

Proposed model 1.06e+05 1.06e+05 0

PA561

GA 1.37e+05 1.93e+05 6.30e+04
PSO 1.11e+05 1.14e+05 1.60e+03
SOM 1.01E+05 1.21E+05 1.84E+04
ICA 1.48E+05 1.51E+05 2.43E+03

Proposed model 1.03e+05 1.03e+05 0

12–14 s for the upper grid and 19–21 s for the lower grid. In a broiler barn, the cases shown in Figure 12A
took up the most proportion (420 grids), within which most contained no dead broilers, and the average robot
running time was 20–28 s in a single grid. Therefore, our proposed methods have a reasonable running time
in commercial-scale poultry barns, and they would be beneficial for rapidly detecting and collecting broiler
mortality. Simulation and comparison studies demonstrate the effectiveness and efficiency of the proposed
real-time robot safety-aware navigation.

5. CONCLUSION
A robotic system for detecting and collecting dead broilers in a barn is a promising direction for solving the
issue of broilermortality removal. Aiming at this vision, we developed an informative planning protocol-based
multi-layer robot navigation system through detection and removal robots. The detection robot consists of
DCPP for constructing the overall trajectory; IPP for detailing the trajectory based on historical data, DCPP
direction, and obstacles; and a YOLO V4 dead bird detector for providing the precise locations of broiler
mortality along the trajectory. The removal robot receives the mortality location information and plans an
optimal ordered route by the HMTR scheme. The comparison and simulation results demonstrate the great
potential of the proposed methods for robot navigation, being useful tools for supporting precision broiler
management.

There are also many possible avenues for future work. A challenging extension is that we will integrate our
algorithm to test the robots in the real scene of the broiler barn and develop a suitable human–robot interaction
platform for effective control. Another interesting topic is the application of multiple robots to cooperatively
search the environment to reduce the overall work time and simultaneously complete the functions of search,
identification, and removal to improve efficiency.
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Abstract
Autonomous robot multi-waypoint navigation and mapping have been demanded in many real-world applications
found in search and rescue (SAR), environmental exploration, and disaster response. Many solutions to this issue
have been discovered via graph-based methods in need of switching the robot’s trajectory between the nodes and
edgeswithin the graph to create a trajectory forwaypoint-to-waypoint navigation. However, studies of howwaypoints
are locally bridged to nodes or edges on the graphs have not been adequately undertaken. In this paper, an adjacent
node selection (ANS) algorithm is developed to implement such a protocol to build up regional path from waypoints
to nearest nodes or edges on the graph. We propose this node selection algorithm along with the generalized Voronoi
diagram (GVD) and Improved Particle Swarm Optimization (IPSO) algorithm as well as a local navigator to solve the
safety-aware concurrent graph-based multi-waypoint navigation and mapping problem. Firstly, GVD is used to form
a Voronoi diagram in an obstacle populated environment to construct safety-aware routes. Secondly, the sequence
of multiple waypoints is created by the IPSO algorithm to minimize the total travelling cost. Thirdly, while the robot
attempts to visit multiple waypoints, it traverses along the edges of the GVD to plan a collision-free trajectory. The
regional path fromwaypoints to the nearest nodes or edges needs to be created to join the trajectory by the proposed
ANS algorithm. Finally, a sensor-based histogram local reactive navigator is adopted for moving obstacle avoidance
while local maps are constructed as the robot moves. An improved B-spline curve-based smooth scheme is adopted
that further refines the trajectory and enables the robot to be navigated smoothly. Simulation and comparison studies
validate the effectiveness and robustness of the proposed model.

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0
International License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, shar­

ing, adaptation, distribution and reproduction in any medium or format, for any purpose, even commercially, as long as you
give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate
if changes were made.
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1. INTRODUCTION
Robotics system has been applied to numerous fields, such as transportation [1], healthcare service [2,3], agri-
culture [4], manufacturing [5], etc., in recent years. Robot navigation is one of the fundamental components in
robotic systems, which includes multi-waypoint navigation system [6–8]. As an increasing demand and limited
onboard resources for autonomous robots, it requires the ability to visit several targets in one mission to op-
timize multiple objectives, including time, robot travel distance minimization, and spatial optimization [9–15].
For example, due to a global pandemic, the world struggled to sanitize heavily populated areas, such as air-
ports, hospitals, and educational buildings. Autonomous robots with multi-waypoint navigation systems can
effectively sanitize all targeted areas without endangering the workers [14,16]. As well as in agriculture man-
agement, multi-waypoint strategies allow the robotic system to navigate and survey multiple areas to assist in
production and collection.

In order to employ robotic systems in real-world scenarios, one critical factor is to develop autonomous
robot multi-waypoint navigation and mapping system [17]. In order to solve the autonomous robot naviga-
tion problem, countless algorithms have been developed, such as graph-based [18,19], ant colony optimization
(ACO) [20–22], bat-pigeon algorithm (BPA) [23], neural networks [24–26], fuzzy logic [27], artificial potential field
(APF) [28], sampling-based strategy [14,29], hybrid algorithms [30], task planning algorithm [31], etc. Chen et al.
produced a hybrid graph-based reinforcement learning architecture to develop a method for robot navigation
in crowds [18]. Luo et al. proposed an improved vehicle navigation method, which utilizes a heading-enabled
ACO algorithm to improve trajectory towards the target [20]. Lei et al. developed a Bat-Pigeon algorithm
with the ability to adjust the speed navigation of autonomous vehicles [23]. Luo et al. developed the model
for multiple robots complete coverage navigation while using a bio-inspired neural network to dynamically
avoid obstacles [32]. Na and Oh established a hybrid control system for autonomous mobile robot navigation
that utilizes a neural network for environment classification and behavior-based control method to mimic the
human steering commands [25]. Lazreg and Benamrane [27] developed a neuro-fuzzy inference system associ-
ated with a Particle Swarm Optimization (PSO) method for robot path planning using a variety of sensors to
control the speed and position of a robot. Jensen-Nau et al. [28] integrated a Voronoi-based path generation
algorithm and an artificial potential field path planning method, in which the latter is capable of establishing
a path in an unknown environment in real-time for robot path planning and obstacle avoidance. Penicka and
Scaramuzza [14] developed a sampling-based multi-waypoint minimum-time path planning model that allows
obstacle avoidance in cluttered environments. Ortiz and Yu [30] proposed a sliding control method in combi-
nation with simultaneous localization and mapping (SLAM) method to overcome the bounded uncertainties
problem, which utilizes a genetic algorithm to improve path planning capabilities. Bernardo et al. proposed a
task planning method for home environment ontology to translate tasks given by other robots or humans into
feasible tasks for another robot agent [31].

In robotic path planning, one of the special topics is autonomous robot multi-waypoint navigation which has
been studied formany years. For instance, Shair et al. proposed amodel for real-world waypoint navigation us-
ing a variety of sensors for accurate environmental analysis [33]. The system is designed utilizing the wide area
augmentation system (WAAS) and the European geostationary navigation overlay service (EGNOS) for GPS
in combination with aerial images to provide valuable positioning data to the system. Yang [34] brought about
a multi-waypoint navigation system based on terrestrial signals of opportunity (SOPs) transmitters, which has
the ability to operate in environments that are not available to global navigation satellite systems (GNSS) for
unmanned aerial vehicles (UAV). Janoš et al. proposed a sampling-based multi-waypoint path planner, space-
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Figure 1. Illustration of the proposed model framework.

filling forest method to solve the problem of finding collision-free trajectories while the sequence of waypoints
is formed by multiple trees [29]. However, the aforementioned approaches have not taken into account the
safety of the robot during navigation. In real-world applications, an autonomous vehicle has odometry er-
rors during operation. The safety-aware road model is developed utilizing the Generalized Voronoi diagram
(GVD) approach. Once the safety-aware roads are defined, a particle swarm optimization (PSO) algorithm-
based multi-waypoint path planning algorithm is proposed to visit each waypoint in an explicated sequence
while simultaneously avoiding obstacles. In this paper, the Adjacent Node Selection (ANS) algorithm is devel-
oped to select the closest nodes on the safety-aware roads to generate the final collision-free trajectories with
minimal distance. Furthermore, in our hybrid algorithm, we utilize a histogram-based reactive local navigator
to avoid dynamic and unknown obstacles within the workspace. Through all of these methods, an effective
and efficient safety-aware multiple waypoint navigation model was established, which has been validated by
both simulations and comparison studies.

This paper proposes an Adjacent Node Selection (ANS) algorithm for obtaining an optimal access node into
graph-based maps. To the best of our knowledge, there are no known similar algorithms that improve the
paths created from the waypoint to the graph. The ANS algorithm can be applied to any graph-based mapping
environment, which improves the various graph-based models used for autonomous robotic path planning
systems. In finding an access point into the graph utilizing one of the nodes in the system, the ANS algorithm
conducts point-to-point selection in dense obstacle field of environments to obtain a node to gain access to the
graph that forms a resumable path from a waypoint to the graph. The algorithm’s overall goal is to find a node
in a graph-based map and shorten the overall path length from each waypoint to waypoint, and the waypoint
to the graph.

One can see in Figure 1 the overall framework of our proposed model. Initially, the model is provided with
a global map of its environment and the location of each target waypoint. The GVD utilizes the global map
to construct the safety-aware roads, which are used to guide the robot throughout the environment. The tar-
geted waypoint locations are used as input to the improved PSO (IPSO) algorithm that act as our waypoint
sequencing module, which is utilized to find a near-optimal sequence to visit each waypoint. The ANS algo-
rithm utilizes the output from the previous stages. The ANS algorithm finds the best node for each waypoint
to use as an access point to the graph. If there is no direct path from one waypoint to a node in the graph, the
algorithm conduces point-to-point navigation with nodes within a specified range, which will be explained in
later sections of the paper. Once each waypoint has found its access point, the safety-aware path is constructed,
which is then applied to our path smoothing algorithm. Finally, we utilize a reactive local navigation system to
detect obstacles autonomously and simultaneously build a map of the environment along the generated path.

The main contributions of this paper with this framework of concurrent multi-waypoint navigation and map-
ping with collision avoidance as are summarized as follows: (1) An adjacent node selection (ANS) algorithm is
proposed to build up regional bridges from waypoints to nodes or edges on the graph in multi-waypoint navi-
gation and mapping; (2) a concurrent multi-waypoint navigation and mapping framework of an autonomous
robot is developed by the generalized Voronoi diagram (GVD) and IPSO algorithm as well as a local navigator;
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Figure 2. Illustration of the ANS algorithm and the safety-aware model by creation of the GVD. (A) Depicts the equidistance property of
the nodes and edges in the GVDmodel. (B) illustrates how we remove extraneous edge distances, which are small edges within the graph
that reduce the search space or range in the ANS algorithm. (C) illustrates how the removal of those extraneous edges improves the range
and how an access node to the graph can be found.

(3) a GVD method is employed to plan safety-aware trajectories in an obstacle populated environment, while
the sequence of multiple waypoints is created by the IPSO algorithm to minimize the total distance cost; (4)
a sensor-based histogram robot reactive navigator coupled with map building is adopted for moving obstacle
avoidance and local mapping. An improved B-spline curve-based speed modulation module is adopted for
smoother navigation.

The structure of this paper is as follows. Section II presents the safety-aware model that constructs the safety-
conscious roads for robot traversal. Section III describes the proposed adjacent node selection algorithm to
find an access node into the graph-based map. Section IV, the improved PSO-based (IPSO) multi-waypoint
navigation model for waypoint sequencing is explained. Section V illustrates the reactive local navigator for
real-time workspace building and obstacle avoidance. Section VI depicts simulation results and comparative
analyses. Several important properties of the proposed framework are summarized in Section VII.

2. SAFETY-AWARE MODEL
Computational geometry has exceedingly studied the Voronoi diagrams (VD) model, which is an elemental
data structure used as a minimizing diagram of a finite set of continuous functions [28,35]. The minimized
function defines the distantance to an object within the workspace. The VDmodel decomposes the workspace
into several regions, each consisting of the points near a given object than the others. Let G = {𝑔1 · · · , 𝑔𝑛} be
a set of points of R𝑑 to each 𝑔𝑖 associated with a specific Voronoi region 𝑉 (𝑔𝑖). This can be expressed by the
following equation [36,37]:

𝑉 (𝑔𝑖) = {𝑥 ∈ R𝑑 : ‖𝑥 − 𝑔𝑖 ‖ ≤ ‖𝑥 − 𝑔 𝑗 ‖,∀ 𝑗 ≤ 𝑛} (1)
The intersection of 𝑛−1 half spaces can be denoted by the region𝑉 (𝑔𝑖). Each half space holds a point 𝑔𝑖 along
with another point of G. The regions 𝑉 (𝑔𝑖) are convex polyhedrons due to the bisectors acting as hyperplanes
between each region. The generalized Voronoi diagram (GVD) is a modified version of the VDmodel defined
as the set of points Euclidean distance from two obstacles [37]. The workspace is represented as a graph by the
GVD model consisting of nodes, edges, and vertices [28].

The proposed ANS algorithm utilizes nodes and edges obtained from the GVD illustrated in Figure 2A. The
nodes in the GVD act as junctions to connect waypoints, whereas the edges are used to determine the search
range in view of waypoints. Solely the nodes in the search range are calculated, other than the entire workspace,
thus reducing the computational expense. Figure 2B reveals that the range of some edges fails to evaluate
how spare of the workspace is configurated. These edges with short lengths are distractors for evaluating and
computing the search range, thus need to be eliminated shown in Figure 2B. In our ANS algorithm, those
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edges with the shortest 10% are eliminated, while the rest of the edges are averaged to compute the radius of
the search range. One circumstance is exhibited in Figure 2C, in which some nodes fail to fall into the search
range once the excessively short edges are excluded. The original search space in solid circles and modified
search space in dashed circles based on the ANS algorithm are shown in Figure 2C. As may be seen, after
excessively short edges are effectively eliminated, an appropriate search range is achieved.

GVD nodes form the Euclidean distance between two or more obstacles, while the edges are the junction of
two nodes that depict the distance between each neighboring node to another. Vertices are the connection
points between three or more nodes. Using these features from the GVD model, an obstacle-free path with
our safety-aware model is effectively created. The safety-aware model is constructed by inputting an image and
extracting all significant features from the image, thus allowing the model to construct a map from the input
image. The safety-aware roads are the clearest path between obstacles that occupy the available space in the
map , which can be seen in Figure 2.

In this paper, in order to explain our proposed ANS algorithm, how the nodes are determined and constructed
with the GVD will be presented in some detail. We will introduce some definitions and notations. Lee and
Drysdale [36] derive four basic definitions for determining the optimal placement of edges and nodes within
the GVD graph.

DEFINITION 1. A closed line segment 𝑀 consists of two endpoints 𝛼 and 𝛾. A straight line is denoted by
(𝛼, 𝛾), which is also known as an open segment. Elements within the derivation are referred to as points or
segments. The straight line containing 𝑀 is denoted by←→𝑀 . The same line directed from 𝛼 to 𝛾 is denoted by
®𝑀 .

DEFINITION 2. The projection 𝜎(𝜖, 𝑀) of a point 𝑞 onto a closed segment 𝑀 , is the intersection of←→𝑀 and
is perpendicular to 𝑀 and passing through 𝜖 .

DEFINITION 3. The distance between 𝜔(𝜖, 𝑀) is a point 𝜖 and a closed segment 𝑀 in the Euclidean metric
is defined as the distance 𝜔(𝜖, 𝜎(𝜖, 𝑀)) between the point 𝜖 and its projection onto 𝑀 if 𝜎(𝜖, 𝑀)) belongs to
𝑀 and is min (𝜔(𝜖, 𝛼), 𝜔(𝜖, 𝛾)) otherwise. In other words, 𝜔(𝜖, 𝑀) = min𝑢∈𝑀 (𝜖, 𝑢). The point of 𝑀 , which
is closest to 𝜖 , is called the image 𝐼 (𝜖, 𝑀) of 𝜖 on 𝑀 .

DEFINITION 4. The bisector 𝛽(𝑐𝑖 , 𝑐 𝑗 ) of two elements 𝑐𝑖 and 𝑐 𝑗 is the locus of points equidistant from 𝑐𝑖 and
𝑐 𝑗 . The bisector 𝛽(𝑍,𝑄) of two sets of elements 𝑍 and 𝑄 is defined to be the locus of points equidistant from
𝑍 and𝑄, where the distance 𝜔(𝜖, 𝑍) between a point 𝜖 and a set of elements 𝑍 is defined to be min𝑐∈𝑍 𝜔(𝜖, 𝑐).
The bisector 𝛽(𝑐𝑖 , 𝑐 𝑗 ) is said to be oriented if a direction is imposed upon it so that elements 𝑐𝑖 and 𝑐 𝑗 lie to
the left and the right of it, respectively. An oriented bisector 𝛽(𝑍,𝑄) is defined similarly.

Utilizing these four definitions, we can easily establish edges among spaces or obstacles, which uses the equidis-
tant to create an optimal edge that lies directly between the two spaces. As seen in the above definitions, we
can also create edges between irregular-shaped spaces and obstacles.

To characterize the GVD, we expect the robot to be operated at a point within the workspace, a 𝑊 , which is
populated by convex obstacles 𝐶1, ..., 𝐶𝑛. Non-convex obstacles are displayed as the union of convex shapes.
The distance between a point and an obstacle is the minimal distance between the point and all points of the
obstacle. The distance function, and its “gradient” are represented as:

𝑑𝑖 (𝑥) = 𝑚𝑖𝑛𝑐0∈𝐶𝑖 ‖𝑥 − 𝑐0‖ (2)
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Figure 3. Details of the Adjacent Node Selection (ANS) algorithm. (A) The IPSO-based connection path planning in the search range. (B)
The search range determination and node selection inside. (C) The final generated path with the minimum path length.

∇𝑑𝑖 (𝑥) =
𝑥 − 𝑐0

‖𝑥 − 𝑐0‖
(3)

where in Equation (2) 𝑑𝑖 is the distance to obstacle 𝐶𝑖 from a point 𝑥, and in Equation (3) ∇𝑑𝑖 (𝑥) is the unit
vector in the direction from 𝑥 to 𝑐0, where 𝑐0 is the closest point to 𝑥 in 𝐶𝑖 . The essential structure block of the
GVD is the arrangement of points equidistant to two sets 𝐶𝑖 and 𝐶 𝑗 , with the end goal that each set in this set
is the minimal distance to the obstacles 𝐶𝑖 and 𝐶 𝑗 than other obstacles. This type of structure is known as the
two-equidistant face,

𝑓 (𝑖, 𝑗) =

𝑥 ∈ R𝑚 : 0 ≤ 𝑑𝑖 (𝑥) = 𝑑ℎ (𝑥)

∀𝑑𝑖 ≠ 𝑖, 𝑗
∇𝑑𝑖 (𝑥) ≠ ∇𝑑 𝑗 (𝑥)

(4)

Each face has a co-dimension in the ambient space, which causes the two-equidistant faces to be seen as one-
dimensional. The intersection of both faces forms the GVD and is denoted by the following equation:

𝐺𝑉𝐷 =
𝑛−1∪
𝑖=1

𝑛∪
𝑗=𝑖+1

𝑓 (𝑖, 𝑗) (5)

3. ADJACENT NODE SELECTION ALGORITHM
The details of the adjacent node selection algorithm are shown in Figure 3. Within the search range obtained,
we applyIPSO-based path planning algorithm to generate the connection path from the waypoint to all the
potential nodes in the range. The connection path is planned in the grid-based map as shown in Figure 3A.
The search range in the larger map is shown in Figure 3B, which is also a part of Figure 6. Finally, with the
formation of a collision-free path to the adjacent nodes from the two waypoints, we obtain the optimal path
selection by calculating the overall path lengthL𝑐 +L𝑒 .

To show the necessity of IPSO-based path planning fromwaypoints to adjacent nodes, a more specific scenario
is shown in Figure 4. In Figure 4A, all straight lines connecting nodes and waypoints are separated by obstacles.
Among them, points 𝑖 and point 𝑗 are located in our search range. If we only rely on the Euclidean distance
between node and waypoint, it can be found that the point 𝑖 is closer to the waypoint. However, after consid-
ering the path with obstacle avoidance, the path for point 𝑖 to the waypoint is longer. To sum up, the obtained
search range with ANS algorithm and the IPSO-based path planning algorithm can reduce the computational
cost while ensuring a short and safe trajectory. The details of the procedure are described in Algorithm 2.
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Figure 4. Illustration of ANS method within a more specific sense, where an obstacle obstructing the connection path. (A) The multiple
connection paths have been obstructed by the obstacles. (B) It selects the nodes in the defined range. (C) It conducts IPSO point-to-point
algorithm to achieve the optimal path to the selected node.

Figure 5. Illustration of the ANS algorithm analysis. (A) From Figure 11 it is enclosed by a pink dashed box. (B) From Figure 13 it is enclosed
by a pink dashed box.

We carry out further discussions on our proposed ANS algorithm. Figure 5A and Figure 5B are parts of
Figure 11 and Figure 13 (enclosed in pink dashed boxes), respectively. As shown in Figure 5A, the solid circles
represent the search radius of the waypoints in the simulation and the red solid dots depict the nodes in the
workspace. In Figure 11, we end up with the trajectory that follows the generated safe-aware road. However, if
the space in the map is more sparse, our search radiusRmay increase toR′, whichmay achieve the waypoints
in their respective search spaces. Thus, instead of following the safe-awareness road, a new connection path is
obtained through the improved PSO algorithm directly, as shown in dashed lines in Figure 5A. Moreover, the
sparseness of the overall workspace may not represent the complexity of local obstacles. Therefore, the choice
of the radius of the search space may require more mathematical proof and analysis.

With the increasing radius of the potential search range, more nodes are applicable for selection, such as the
nodes connected with dashed lines in Figure 5B. Enlarging the search space may avoid some unnecessary
detours and give a shorter path. Therefore, the trade-off between path length and safety of the autonomous
robot still requires more consideration.
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4. IMPROVED PSO-BASED MULTI-WAYPOINT NAVIGATION
The particle swarm optimization (PSO) algorithm is a swarm-based bio-inspired algorithm based on the be-
havioral observation of birds. It uses an iterative methodology to optimize randomly initialized particles to
define a path from the initial position to the goal [27]. In this section an improved PSO (IPSO) algorithm by
introduction of a weighted particles is addressed to resolve the multi-waypoint sequence issue.

4.1. Multi­waypoint visiting sequence
In real-world scenarios, one important factor is that the GPS coordinates provide portions for themultiple way-
points. Traveling from one waypoint to another, the distance between them determines their associated cost.
The primary purpose of traveling fromonewaypoint to another is to simultaneously find theminimal cost of all
generated trajectories. Using the coordinates of each waypoint and the PSO algorithm, the minimal-distance
path can be found within the environment. The PSO algorithm finds the best waypoint visiting sequence by
initializing randomized particles. The algorithm denotes the local best position as 𝑥𝑏 and the global best posi-
tion as 𝑥𝑔 . Then by taking advantage of a fitness function, the algorithm guides each particle towards the local
and global best positions. The particle velocities are updated as follows:

𝑣𝑝 (𝑡 + 1) = 𝑣𝑝 (𝑡) + 𝛼1𝜔1 [𝑥𝑏𝑝 (𝑡) − 𝑥𝑝 (𝑡)] + 𝛼2𝜔2 [𝑥𝑔𝑝 (𝑡) − 𝑥𝑝 (𝑡)] (6)

𝑥 (𝑡+1)𝑝 = 𝑥 (𝑡)𝑝 + 𝑣 (𝑡+1)𝑝 (7)

where, 𝑣𝑝 (𝑡) represents the velocity of particle 𝑝 at instant 𝑡, 𝑥𝑝 (𝑡) is the position of particle 𝑝 at instant 𝑡, 𝛼1 and
𝛼2 are the positive acceleration constants used to scale the contribution of cognitive and social components. 𝜔1
and 𝜔2 are the uniform random number between 0 and 1. 𝑥𝑏𝑝 (𝑡) is the best position the particle 𝑝 achieved up
to instant 𝑡 at current iteration, 𝑥𝑔𝑝 (𝑡) is the global position that any of 𝑝’s neighbors has reached up to instant
𝑡. However, if a particle 𝑝𝑖 lies close to the 𝑥𝑏𝑝 (𝑡) and 𝑥

𝑔
𝑝 (𝑡), only one term guides the 𝑝𝑖 to search the potential

solution.The optimization process in our navigation issue is more likely trapped in local minima. Thus, an
improved PSO algorithm is utilized to provide a more promising search direction for all particles during the
optimization process.

𝑥𝑤 =
𝑃∑
𝑖=1

𝛼̄𝑤𝑖 𝑥
𝑏
𝑖 (𝑡) (8)

𝛼̄𝑊𝑖 =
𝛼̂𝑊𝑖∑𝑃
𝑗=1 𝛼̂

𝑊
𝑖

(9)

𝛼̂𝑊𝑖 =
max1≤𝑘≤𝑀

(
F

(
𝑥𝑏𝑘 (𝑡)

))
−F

(
𝑥𝑏𝑖 (𝑡)

)
+ 𝜀

max1≤𝑘≤𝑀
(
F

(
𝑥𝑏𝑘 (𝑡)

))
−min1≤𝑘≤𝑀

(
F

(
𝑥𝑏𝑘 (𝑡)

))
+ 𝜀

, 𝑖 = 1, 2, . . . , 𝑀, (10)

where 𝜀 is a positive constant, 𝛼̂ is the weighted constant of each particle. F(·) is the fitness function. The
worst and the best fitness values of all personal best particles are represented by max1≤𝑘≤𝑀 (F

(
𝑥𝑃𝑘

)
) and

min1≤𝑘≤𝑀 (F
(
𝑥𝑃𝑘

)
), respectively. The order is optimized through this method, in which each waypoint is

visited. A sequence of particles are initialized to compose a population in the original PSO algorithm. A possi-
ble optimal solution to an optimization issue in our multi-waypoint sequence is discovered by one particle in
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the PSO. This particle indicates a possible optimal solution to the multi-waypoint navigation issue and moves
to explore an optimal solution in a certain search space. In this paper, a weighted particle is introduced into
a swarm to suggest a more reasonable search direction for all the particles. As a result, the best position of
particle and neighbor guides the particle to move along the corrected direction for better covergence.

The multi-waypoint visiting sequence problem can be used to solve the transportation planning problem and
Covid-19 disinfection robot path planning in hospitals, in which agents (vehicles) need to be delivered as well
as the overall cost and time need to be minimized [14]. The algorithm of the improved PSO to finding multi-
waypoint visiting sequence is explained in Algorithm 1. The objective of the algorithm is to minimize the total
trajectory length of Cartesian coordinates (𝑋𝑛, 𝑌𝑛) of waypoints given.

In the IPSO model the P𝐴 represents the particle agent, which is denoted by the P𝐴 : {P𝑏 , P𝑔 , N}. N holds
a group of particle agents which are predetermined as neighbors of P𝐴. The P𝐴 are defined by the following
parameters.

(1) Each P𝐴 requests each neighbor’s current personal best location.
(2) Each P𝐴 returns its current personal best to neighbors.
(3) Obtains the center location of each surrounding cluster.
(4) Determines if the current position has been visited.
(5) Determines if current position is optimal if not record current position.

EveryP𝐴 obtains a set of neighbors of positions during the initial setup. Utilizing a variety of topologies one can
create numerous properties of neighboring particle agents to obtain better performance. Within the proposed
model, we assume that each P𝐴 has a static set of neighbors. Each P𝐴 keeps track of its local best solution,
P𝑏 , which is where a solution closest to the optimal solution is found in the problem space, while the global
best solution is recorded in the parameter P𝑔 . During each iteration the P𝐴 evaluates its current position and
determines if it needs to perform a fitness evaluation, while simultaneous checking if the termination criteria
has been met. If the termination criteria have not been met then it updates its P𝑏 , obtains the neighbor’s P𝑏
and calculates the P𝑔 , and marks the current position as visited.

4.2. Safety­aware IPSO multi­waypoint path planning
To ensure the robot safely reaches the waypoints via the planned visiting sequence, the safety-aware road is
selected to guide the autonomous robot. Nevertheless, there is a problem with the connection path from the
location of the waypoints to safety-aware roads. When we integrate the position information of a waypoint
in the workspace, it may be necessary to obtain the collision-free connection path length from the waypoint
to all nodes, which is computationally expensive. As shown in Figure 6A, with N nodes obtained in the
workspace, there are N possible connection paths from the waypoints to the nodes in the workspace. With
the initialN ×N adjacent distance matrix obtained from GVD graph and the increasingM waypoints in the
workspace, the size of new distance matrix is expanded to (N +M) × (N +M). Since most of the connection
path computations are unnecessary, a new adjacent node selection (ANS) algorithm is proposed to reduce the
computational effort by restricting the search space in local regions rather than the entire working region.

The local regions are shown in Figure 6B, and the dark blue nodes, such as 𝛼 and 𝛽 nodes in the regions,
are potential adjacent nodes to connect. The radius R of the local area shall be determined by the potential
workspace, which determines the number of nodes in the search range. For instance, in an area with clustered
obstacles, there are many nodes in the environment; thus, the search radius may be small. However, In an area
with sparse obstacles, there are fewer nodes in the environment; thus, the search radius needs to be larger to
include all potential nodes.

Since the entire workspace is projected through the GVD graph, we can interpret the sparseness of the entire

http://dx.doi.org/10.20517/ir.2022.21


Page 342 Sellers et al. Intell Robot 2022;2(4):333­54 I http://dx.doi.org/10.20517/ir.2022.21

Algorithm 1: Improved PSO (IPSO) algorithm for waypoint sequencing
Initialize a population of particles
Set the size of the swarm to 𝑆𝑝 , the maximum number of iteration 𝑇𝑚𝑎𝑥 .
for i=1 to 𝑆𝑝 do

Initialize 𝑋𝑖 within the search range of (𝑋𝑚𝑖𝑛,𝑋𝑚𝑎𝑥) frandomly;
Initialize 𝑉𝑖 within the velocity range of (𝑉𝑚𝑖𝑛,𝑉𝑚𝑎𝑥) randomly;
𝑃𝑖 = 𝑋𝑖 ;

end
Evaluate each 𝑥𝑝 ;
Identify the best position 𝑃𝑔 ;
while (a stop criterion is not satisfied & t < 𝑇𝑚𝑎𝑥) do

for p=1 to 𝑆𝑝 do
Update 𝛼1 and 𝛼2 by Equation (8), Equation (9), and Equation (10);
𝑥𝑤=

∑𝑃
𝑖=1 𝛼̄

𝑤
𝑖 𝑥

𝑏
𝑖 (𝑡)

end
; // The sum of particle weights

𝛼̄𝑊𝑖 =
(
𝛼̂𝑊𝑖 /

∑𝑃
𝑗=1 𝛼̂

𝑊
𝑖

)
; // Average the weights together

𝛼̂𝑊𝑖 =
max1≤𝑘≤𝑀 (F(𝑥𝑏𝑘 (𝑡)))−F(𝑥𝑏𝑖 (𝑡))+𝜀

max1≤𝑘≤𝑀 (F(𝑥𝑏𝑘 (𝑡)))−min1≤𝑘≤𝑀 (F(𝑥𝑏𝑘 (𝑡)))+𝜀
; // Calculate the weights of each

particle
𝑣𝑝(t+1)=𝑣𝑝(t)+ 𝛼1 𝜔1 [ 𝑥𝑏𝑝(t)-𝑥𝑝(t)]+ 𝛼2 𝜔2 [ 𝑥𝑔𝑝(t)-𝑥𝑝(t)]; // Update the fitness

value for each particle
𝑥𝑡+1𝑝 = 𝑥𝑡+1𝑝 + 𝑉 𝑡+1𝑝 ; // Add the fitness value to the particle position
𝑥𝑏,𝑡+1𝑝 = 𝑥𝑏,𝑡𝑝 ; // Store the initial local best position
𝑥
𝑔,𝑡+1
𝑝 = 𝑥𝑔,𝑡𝑝

end
; // Store the initial global best position
EvaluateF(𝑥𝑡+1𝑝 );
if F(𝑥𝑏,𝑡+1𝑝 ) < F(𝑥𝑡+1𝑝 ) then

Update 𝑥𝑔,𝑡+1𝑝 ; // Update the new local best position
end
if F(𝑥𝑔,𝑡+1𝑝 ) < F(𝑥𝑏,𝑡+1𝑝 ) then

Update 𝑥𝑔,𝑡+1𝑝 ; // Update the new global best position
end

workspace through the distance of the edge list E. Nevertheless, some edge distances cannot represent the
sparseness of the entire workspace, such as the edges enclosed by the red dotted line in Figure 6B.
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Figure 6. Illustration of the Adjacent Node Selection (ANS) algorithm. (A) The workspace with nodes, edges and waypoints. (B) The node
selection in the search range. (C) The final generated path.

Therefore, to exclude these extraneous edges of distance, we sort the entire edge list before removing the lowest
10%. The radiusR of the search range is defined as the average of the remaining edge distance. After obtaining
the nodes in the search environment, we plan a collision-free trajectory from the current waypoint to reach
each node through the IPSO algorithm.

The IPSO navigation algorithm is initiated in the search range to obtain the optimal path. The local search
region is interpreted into grid-based map, where the obstacle areas are inaccessible grids in the workspace.
Dijkstra’s algorithm is utilized as a local search algorithm and the cost function within the model. For graph-
based maps, they must be a method for traveling from one node to another utilizing the edges within the
graph. One method of this is Dijkstra’s algorithm, which utilizes a weighted graph to determine the shortest
path from a source node to a target node. The algorithm also keeps track of the known shortest distances from
each node while simultaneously updating their weights to improve the overall shortest path from each node.
By recursively establishing a path with random solutions generated in the workspace, the IPSO algorithm can
construct the collision-free path with the least fitness value, which also represents the path with minimum
length. Therefore, the length of the connecting pathL𝑐 can be obtained, and by combining the length of the
GVD pathL𝑒 , the optimal safety-aware trajectory is obtained as shown in Figure 6C.

To effectively reduce and smooth the overall path from each waypoint to the waypoint, various methods have
been developed to achieve this goal, for example, the B-spline curve, which works by taking a set of points
that are used to curve sharp close turns around obstacles and is very effective and thus widely used in smooth
polylines, due to its closed-form expression of the position coordinates. The original methodology of the B-
spline curve method, in some cases, changes the trajectory of the original path created by the global navigation
system. The problem can be mediated by implementing the piecewise B-spline method, which only smooths
the path around each obstacle. Lei et al. evaluated the effectiveness of the improved B-spline method, and
ultimately found that the hybridmethod was able to reduce the overall all path in point-to-point navigation [38].
The B-spline curve can be defined by a cardinal functions 𝐿 𝑗 ,𝑟 (𝑞), control points 𝐵 𝑗 and degree (𝑟 −1), which
is given by the following equations.

𝐾 (𝑞) = ∑
𝐿 𝑗 ,𝑟 (𝑞)𝐵 𝑗 (11)

where 𝐵 𝑗 = [𝐵 𝑗𝑥 , 𝐵 𝑗 𝑦] are the (𝑛+1) control points and a knot vector 𝑢. 𝑁𝑖,𝑘 (𝑢) are the basic functions, which
are defined recursively as follows:

𝐿 𝑗 ,𝑟 (𝑞) = (𝑞−𝑥 𝑗 )
𝑥 𝑗+𝑟−1−𝑥 𝑗 𝑁 𝑗 ,𝑟−1(𝑞) + (𝑥 𝑗+𝑟−𝑞)𝑥 𝑗+𝑟−𝑥 𝑗+1 𝑁 𝑗+1,𝑟−1(𝑞) (12)
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Figure 7. Illustration of the B-spline function. (A) The improved segmented B-spline curve. (B) The same path smoothed by the fundamen-
tal B-spline and the improved B-spline function.

𝐿 𝑗 ,𝑟 (𝑞) =
{

1, 𝑞 𝑗𝑞 𝑗 ≤ 𝑞 ≤ 𝑞 𝑗+1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

; 𝑞 ∈ [0, 1] (13)

Geometric continuity 𝐺2 is the metric used to evaluate smoothing methods, which is defined by the tangent
unit and curvature vector at the intersection of two continuous segments [38] [Figure 7A]. To achieve 𝐺2 con-
tinuity, the control points 𝐵 𝑗 of B-spline curve to the path point, 𝑌 𝑗 , is defined as

𝐵1 = 𝑌 𝑗 − (1 + 𝑣)𝑠2𝑞 𝑗−1
𝐵2 = −𝑠2𝑞 𝑗−1
𝐵3 = 𝑌 𝑗
𝐵4 = 𝑌 𝑗 + 𝑠2𝑞 𝑗
𝐵5 = 𝑌 𝑗 + (1 + 𝑣)𝑠2𝑞 𝑗−1

(14)

where 𝑐 is smoothing length ratio 𝑣 = 𝑠1/𝑠2, and 𝑞 𝑗−1 defines the unit vector of 𝑌 𝑗−1𝑌 𝑗 . 𝑞 𝑗 represents the unit
vector of the line 𝑌 𝑗𝑌 𝑗+1. The combined sum of 𝑠1 and 𝑠2 is the smoothed length. The half of the corner angle
is denoted as: Γ = 𝛽/2. Using a knot vector of [0, 0, 0, 0, 0.5, 1, 1, 1, 1], the smoothing error distance 𝜖 and
maximum curvature 𝐾𝑚𝑎𝑥 within the smooth path can be expressed as:

𝜖 = 𝑠2 sinΓ
2 (15)

𝑅𝑚𝑎𝑥 = 4 sinΓ
3𝑠2 cos2 Γ (16)

Using the previous equations the smoothing error distance 𝜖 can be defined by the existingmaximumcurvature
𝑅𝑚𝑎𝑥 given by the robot:

𝜖 = 2 tan2 Γ
3𝑅𝑚𝑎𝑥

(17)

The improved B-spline model has specific advantages over the basic B-spline model, one of which is its ability
to smooth many different trajectories with various angles, as seen in Figure 7B.The curve produced by the im-
proved B-spline model is significantly closer to the original path than the original model. When considering
the constraints of the robot, the improved B-spline mode performs better in various degrees of angles. The
overall advantages of the improved B-spline model are as follows:

(1) The path generated is tangent and curvature continuity, so that the robot can have a smooth steering com-
mand, which can correct any discontinuity of normal acceleration and establish a safer path for the robot to
follow.
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(2)The improved model generates a better curve by solely affecting the two lines within the corner of the orig-
inal trajectory. Each curve generated affects others within the lines.

(3)The improvedmodel easily adjusts to the smoothed path based on the environment constraints or the robot.

Algorithm 2: Pseudocode for the adjacent node selection (ANS) algorithm
Input: Edge list E,N nodes coordinates (N𝑥 ,N𝑦),N ×N distance matrixD and the location of the

waypoint 𝛼, (𝛼𝑥 , 𝛼𝑦) and the waypoint 𝛽, (𝛽𝑥 , 𝛽𝑦).
Output: The path length of the trajectoryL𝑡

𝑁𝑒 = 𝑠𝑖𝑧𝑒(E); // Number of the edges in the workspace
[E𝑠, 𝑠𝑜𝑟𝑡𝐼𝑛𝑑] = 𝑠𝑜𝑟𝑡 (E); // Sort the edge list from low to high
𝑁𝑠 = d𝑁𝑒

10 e; // Exclude 10% of extraneous edge distance
E𝑡 = 0;
for i = 𝑁𝑠 : 𝑁𝑒 do

E𝑡 = E𝑡 +E𝑠 (𝑖);
end
R = E𝑡

𝑁𝑒−𝑁𝑠
; // The radius of the search range

for j = 1 : N do
if (N 𝑗 ,𝑥 ,N 𝑗 ,𝑦 in range ofR from 𝛼𝑥 , 𝛼𝑦) then

A𝛼 = [A𝛼;N 𝑗 ,𝑥 ,N 𝑗 ,𝑦]; // Add the potential adjacent nodes of
waypoint 𝛼 in the list

end
if (N 𝑗 ,𝑥 ,N 𝑗 ,𝑦 in range ofR from 𝛽𝑥 , 𝛽𝑦) then

A𝛽 = [A𝛽;N 𝑗 ,𝑥 ,N 𝑗 ,𝑦]; // Add the potential adjacent nodes of
waypoint 𝛽 in the list

end
end
𝑁𝛼 = 𝑠𝑖𝑧𝑒(A𝛼); 𝑁𝛽 = 𝑠𝑖𝑧𝑒(A𝛽); // Number of the points in the search range
Apply IPSO-based path planning algorithm;
Obtain the length of the connection pathL𝛼 andL𝛽 in the search range;
L𝑡 = ∞;
for 𝑎 = 1 : 𝑁𝛼 do

for 𝑏 = 1 : 𝑁𝛽 do
L𝑡𝑒𝑚𝑝 = L𝛼 (𝑎) +D(N𝛼,𝑎 ,N𝛽,𝑏) +L𝛽 (𝑏); // Calculate the total path

end
if L𝑡 > L𝑡𝑒𝑚𝑝 then

L𝑡 = L𝑡𝑒𝑚𝑝 ; // Achieve the minimum path length
end

end

5. REACTIVE LOCAL NAVIGATION
A crucial aspect in developing a multi-waypoint model is accounting for moving and unknown obstacles [39,40].
In a real-world setting, not all objects are static and known. To develop a more efficient model, we propose the
use of a local navigator to remedy this issue.

In order to avoid dynamic and unknown obstacles, the proposed model employs the Vector Field Histogram
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Figure 8. Illustration of how the VHF uses a probability along with histogram-based grid to detect and build a map simultaneously.

Figure 9. Robot sensor configuration for multi-waypoint navigation and mapping.

(VFH) model as a reactive local navigator. An autonomous robot uses a velocity command to and from each
waypoint, provided by the local navigator [41]. By applying the VFH to the overall global trajectory with a
sequence of markers, the path can be broken down into various segments to improve the efficiency in obstacle-
populated workspaces. The local navigator builds a map depicting the free space and obstacles in the map by
utilizing a 2D histogram grid with equally sized cells [42]. As the robot follows the generated trajectory within
the workspace, the map is simultaneously built, shown in Figure 8. In developing an autonomous obstacle
avoidance model, concurrent map building and navigation are crucial. The robot pose (𝑋,𝑌,𝑌𝑎𝑤) is used
to determine the map building. Thus, the precise registration of the built local map as a part of the global
map can be carried out. This map building aims to construct an occupancy-cell-based map. The values for
each cell in the map vary over the range [-127, 128] [42]. The initial value is zero, which indicates that the cell
is neither occupied nor unoccupied. The value is 128 if one cell is occupied with certainty and -127 if one
cell is unoccupied with certainty. The values falling into (-127, 128) express contain a level of certainty in
the range. When the VFH model is employed in conjunction with the GVD and IPSO algorithm, the robot
can be successfully navigated through our built map with obstacle avoidance. In combination with our local
navigator, a sensor configuration can be developed for the local navigator to perform it. In Figure 9 one can
see the overview of our sensor configuration. The proposed configuration utilizes a 270-degree SICK LMS
LiDAR sensor to detect obstacles within a range of 20 m @ 0.25-degree resolution. The LiDAR sensor scans at
a rate of 25Hz. Then, it needs a method of finding our current position and the waypoints within the map. A
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Table 1. Comparison of minimum path length, average path length, STD of path length, minimum time, average time and STD of time
with other models. The parameter for the test of each model was: 100 initialized particles, 10 runs per data set, and a maximum of 10
minutes per run

Datasets Model Min length (𝑚) Average length (𝑚) Length STD (𝑚) Min time (𝑠) Average time (𝑠) Time STD (𝑠)

Ch150

Proposed model 1.67E+04 1.77E+04 5.99E+02 1.75E+04 1.31E+01 6.09E-02
ACO 1.84E+04 2.23E+04 4.40E+03 1.67E+04 1.76E+02 1.32E+00
GA 4.22E+04 5.04E+04 5.38E+03 1.79E+04 1.39E-02 1.25E-03
SA 2.47E+04 3.05E+04 4.11E+03 1.75E+04 6.51E+00 7.25E-01

GWO 3.23E+04 3.66E+04 2.64E+03 5.78E-01 9.39E-01 1.73E-01
SOM 4.26E+04 4.70E+04 2.932E+03 1.84E+03 2.26E+03 1.77E+02
ICA 3.29E+04 3.50E+04 9.34E+02 1.55E+03 2.04E+03 1.79E+02

KroA200

Proposed model 1.09E+05 1.17E+05 5.50E+03 2.15E+01 2.15E+01 9.73E-02
ACO 1.30E+05 2.81E+05 4.09E+05 2.44E+02 5.17E+02 8.36E+02
GA 2.39E+05 2.57E+05 1.15E+04 1.21E-02 1.54E-02 4.45E-03
SA 1.96E+05 2.13E+05 1.18E+04 6.27E+00 6.62E+00 8.70E-01

GWO 2.17E+05 2.40E+05 1.24E+04 1.12E+00 1.45E+00 3.68E-01
SOM 2.13E+05 2.60E+05 2.192E+04 5.49E+03 2.60E+05 2.31E+04
ICA 2.12E+05 2.60E+05 6.671E+03 3.22E+02 6.81E+02 1.38E+02

PR299

Proposed model 2.77E+05 2.89E+05 5.92E+03 4.28E+01 4.29E+01 6.06E-02
ACO 3.37E+05 4.33E+05 4.82E+04 2.09E+02 2.37E+02 1.41E+01
GA 3.19E+05 3.44E+05 1.17E+04 3.24E-02 3.38E-02 8.43E-04
SA 5.26E+05 5.59E+05 1.94E+04 6.27E+00 6.52E+00 6.68E-01

GWO 2.90E+05 3.90E+05 8.15E+04 6.71E+01 8.00E+01 7.51E+00
SOM 2.72E+05 3.15E+05 6.34E+04 4.25E+03 4.75E+03 3.45E+02
ICA 4.81E+05 4.96E+05 1.34E+04 2.70E+03 2.81E+03 7.60E+01

PA561

Proposed model 1.11E+05 1.14E+05 1.60E+03 1.41E+02 1.42E+02 3.65E-01
ACO — — — — — —
GA 1.37E+05 1.93E+05 6.30E+04 9.36E-02 9.57E-02 2.19E-03
SA 1.88E+05 1.92E+05 2.07E+03 6.27E+00 6.42E+00 4.29E-01

GWO 3.02E+05 4.21E+05 5.94E+04 7.64E+01 8.26E+01 2.21E+00
SOM 1.01E+05 1.21E+05 1.84E+04 1.1E+01 8.19E+02 3.94E+02
ICA 1.48E+05 1.51E+05 2.43E+03 1.22E+03 2.04E+03 1.79E+02

Novatel’s ProPak-LB Plus DGPS sensor is utilized to obtain our current position and how it correlates to the
coordinates of each waypoint. Next, a PNI TCM6 digital compass is employed to establish our heading with an
accuracy of 0.5 degrees. The sensor updates at 20Hz, which allows the robot to operate efficiently. Lastly, the
configuration utilizes an AVT Stingray F-080C 1/3” CCD camera, which enables our robot to sense obstacles of
various heights, shapes and sizes. The stingray camera is perfect for robot vision because it uses the IIDC IEEE
1394B protocol to transfer images. The system needs a computer system to house our operating system, sensor
data, and programs for the robot. In this portion of the sensor configuration, a MackBook Pro i s equipped to
suit our needs. The last step in the process is to establish a method of communication from the sensors to the
computer systems. A sort of UART to USB hub is utilized for this purpose and fuses the sensor data together
without losing any sensor information. The type of sensor confusion can be used on most ground-based robot
systems for indoor and outdoor use.

6. SIMULATION AND COMPARISON STUDIES
In this section, simulation and comparison studies are performed to illustrate the value and vitality of the
proposed model. In the first experiment, simulations are conducted using a well-known Traveling Salesman
Problem (TSP) based data set, and results are compared with other heuristic-based algorithms. The proposed
model is thoroughly evaluated in the second experiment through a comparison study using a similar model
proven to work effectively for multi-waypoint navigation.

6.1. Comparison studies with benchmark datasets
To show the effectiveness of our IPSO waypoint sequencing model, a comparison study was conducted with
well-known TSP data sets and various heuristic-based algorithms. The employed datasets and algorithms are
as follows: (a) 561-city problem by Kleinschmidt (pa561); (b) 299-city problem by Patberg/Rinaldi (pr299);
(c) 200-city problem A, by Krolik/Felts/Nelson (kroA200); and (d) 150-city problem by Chur Ritz (ch150).
The selected datasets have been verified and widely used to prove the validity of multi-waypoint sequencing
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Table 2. An illustration of the number of nodes, distance, and time spent traversing with the map to each waypoint

Model Nodes Distance Time spent (𝑠)
Zhang’s model before node reduction 242 271.1 2.25
Zhang’s model after node reduction 24 253.4 0.66
Proposed model 38 277.7 0.40

Figure 10. Illustration of the path created from the othermodels [43]. (A) It depicts the path created byZhang et al.’smodel by the green lines
(redrawn by Zhang et al., 2021 [43]). (B) It represents the proposed method point order and traversed path. The point order is illustrated by
the violet arrows, while the orange path represents the robot path. Safety-aware roads are depicted by the blue dashed lines. Thewaypoints
are illustrated by the violet circles.

models. The Simulated Annealing (SA) algorithm, Grey Wolf Optimization (GWO) algorithm, Ant Colony
Optimization (ACO) algorithm, Genetic Algorithms (GA), Imperialist Competitive Algorithm (ICA), and Self-
Organizing Maps (SOM) were chosen as the heuristic-based algorithms used in the comparison studies. The
ICA algorithm is a biologically inspired algorithm by the human, which simulates the social-political process of
imperialism and imperialistic competition. The SOM algorithm is similar to a typical artificial neural network
algorithm, except it utilizes a competitive learning process instead of backpropagation that utilizes gradient
descent.

Heuristic-based algorithms have similar attributes; due to this feature, the same parameters can be used to
construct a stable comparison study for our proposed IPSO algorithm. The conducted comparison studies
focus on six key attributes such as: min length (𝑚), average length (𝑚), length standard deviation (𝑚), min
time (𝑠), average time (𝑠), and time standard deviation (𝑠). The variance between each algorithm can be seen by
assessing each parameter. The above analyses show how effective the IPSO model can generate the minimum
overall global trajectory in Table 1. The global trajectory generated by the compared algorithms is notably
larger than the IPSO model. However, regarding the time aspect, the IPSO model was unable to achieve the
shortest time. The significance of the proposedmodel can be seen in the STD evaluation parameter. The results
of the comparison studies more than show the validity and performance of the proposed model to discover
the optimal waypoint visiting sequence.

6.2. Model comparison studies
The compared models were developed to address the issues of multi-waypoint navigation and mapping in
various applications. Each model uses some variation of a global navigation system in combination with an
obstacle avoidance technique. The models were selected based on their map configuration and overall effi-
ciency in solving the multi-waypoint navigation problem. Our comparison studies analyze the number of
nodes, the trajectories produced, and the total time to fulfill the fastest route.
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Figure 11. Illustration of the path created from the other models [44]. (A) It depicts the path created by Asl and Taghirad model by the green
lines (redrawn by Asl and Taghirad, 2019 [44]). (B) It represents the proposed method point order and traversed path. The point order is
illustrated by the violet arrows, while the orange path represents the robot path. Safety-aware roads are depicted by the blue dashed lines.
The waypoints are illustrated by the violet circles.

Figure 12. Illustration of the path created from the compared models [45]. (A) It depicts the path created by Zhuang et al.’s model by the
green lines (redrawn from Zhuang et al., 2021 [45]). (B) It represents the proposed method point order and traversed path. The point order
is illustrated by the violet arrows, while the orange path represents the robot path. Safety-aware roads are depicted by the blue dashed
lines. The waypoints are illustrated by the violet circles.

It is clear that thewaypoint order and paths obtained by eachmodel are created in an obstacle-free environment,
as illustrated in Figure 10A.The length created by the Zhang’s model was 240.84m, while the proposed model
produced a shorter trajectory of 219.99m. This is due to the founded waypoint orders in the environment. In
Zhang’s comparison study, the proposed model establishes more nodes, and the overall path is expanded by
1.09%, but the proposed model generates a solution 6.1% faster than the compared model. Zhang’s proposed
model has to utilize a node selection algorithm to establish its shortest path, while the proposed model does
not. Due to this feature, the compared model was evaluated before this crucial step and discovered that the
nodes established were vastly greater than the proposed model, as seen in Table 2. Considering this factor, the
proposed model can surpass and outperform Zhang’s model. Asl and Taghirad aimed to solve the multi-goal
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Figure 13. Illustration of the path created from the compared models [46]. (A) It depicts the path created by Vonásek’s model shown by
the green lines (redrawn from Vonásek and Pe�nic�ka, 2019 [46]). (B) It represents the proposed method point order and traversed path. The
point order is illustrated by the violet arrows, while the orange path represents the robot path. Safety-aware roads are depicted by the blue
dashed lines. The waypoints are illustrated by the violet circles. (C) It depicts how the B-spline curve is applied to the known path, which
smooths and reduces the path for a local navigator to traverse.

Figure 14. Illustration of the scenario in Figure 13 navigation and mapping simulation. (A) It depicts the robot traversing a majority of the
map, while avoiding obstacles in the environment. (B) It illustrates a polar histogram and how the obstacles are viewed while the robot is
in motion, as well as points of high impact. The obstacles are viewed as lines since the LiDAR sensor can only see the part of the object
that faces the LiDAR sensor. The picked direction portion of part (B) depicts the probability of colliding with obstacles while also selecting
the best direction to move the robot. (C) It demonstrates the map being simultaneously built as the the robot traverses the established
trajectory.

navigation problem by developing a traveling salesman problem in the belief space [44].

From Figure 11, one can see the established path using both Asl’s method as well as the method proposed
in this paper. The method proposed by Asl and Taghirad has the advantage of creating a shorter path but
requires a greater number of nodes than the proposed method. Figure 12 depicts the model comparison
between Zhuang et al.’s model and the proposed method [45]. The simulation studies reveal that the proposed
model had an increased length of approximately 0.05% over Zhuang et al.’s model. Once the compared model
requires a greater number of nodes to complete its multi-waypoint navigation, another key point from this
comparison is the path created from Zhuang et al.’s model and the proximity to the obstacles in the map. In
a real-world environment, the robot could obtain server damage or cause an accident if it is too close to the
surrounding obstacles [45]. The proposed method established an effective path without risking the robots well
being. Vonásek and Penicka [46] models had similar results to the previous models, with an increased length
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Figure 15. Illustration of the navigation and mapping ability of the proposed model. (A) The robot follows the generated trajectory and
detects obstacle boundaries by the LiDAR sensor. (B) The simultaneous map building and navigation capabilities of the proposed model.
(C) The fully generated trajectory and established map.

of approximately 0.05%, as seen in Figure 13. The two compared models have the same problem as Zhuang et
al.’ model [45]. The paths are excessively close to obstacles in the map and thus are not efficient for real-world
implementation.

In such an environment, it is very important to consider the robot safety because of the narrow paths created
being tightly packed with triangular shaped obstacles. Althoughmost of ourmodel comparison results showed
that the path constructed with the proposedmodel increased from the comparedmodels, we achieved our goal
of constructing safety-aware roads for robot safety and establishing an obstacle-free path.

From Figure 14, it is observed how the local navigator establishes a map through vision sensors such as LiDAR.
In Figure 14, it is obvious that the map in various stages is shown as the robot traverses along the generated
trajectory found in the Vonásek’s simulation [Figure 13] [46].

The robot is able to reconstruct the outer boundary of the obstacles through the LiDAR scan. These are depicted
as the poly-shaped figures with a rough background and a white center.

In Figure 15A, it is clear to see the original starting position as well as the planned trajectory, which was found
utilizing our proposed IPSO model. From the figures, one could observe fully and partly detected obstacles
as well as the outer boundary being detected. The map depicted in Figure 15 has a height and width of 60
𝑚. The dimensions of the robot are approximately 0.82 𝑚 long and 0.68 𝑚 wide. In Figure 15A, the robot
has successfully traversed one third of the map, while simultaneously avoiding the obstacles. In Figure 15B, it
illustrates the robot’s planned trajectory and the map being simultaneously constructed along the path. The
portions of the figure depicted in a yellow field are the built map sensed by the onboard sensors. Finally, in
Figure 15C, the robot has successfully visited each waypoint and reached its final destination, and it shows the
complete depiction of the map along the projected path.

7. CONCLUSION
We proposed an adjacent node selection (ANS) algorithm to find a node in the graph to connect waypoints.
This algorithm is utilized in the safety-awaremulti-waypoint navigation andmapping by an improved PSO and
GVD model.An IPSO-based multi-waypoint algorithm has been developed to define an order for waypoint
navigation. Through our proposed ANS algorithm, connections among the waypoints and the safety-aware
routes to reach multi-objective optimization can be created. The feasibility and effectiveness of our model by
conducting a benchmark test and model comparison studies and analyses have been demonstrated.
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Abstract
This paper presents the design of a new type of search and rescue remotely operated vehicle (ROV) system. The goal
is to achieve the underwater target search and detection and small target capture and rescue operation requirements.
First, the overall design of the whole underwater surface system and the layout design of the propulsion system
are given. On this basis, the ROV frame structure, electronic cabin, and power cabin are designed and analyzed.
To accomplish the grasping task, a grasping hand is designed based on a multifunctional manipulator to achieve
underwater grasping. To make the ROV more intelligent, different kinds of underwater object detection and tracking
methods are adopted and analyzed. Finally, it was tested in a pool and the sea to verify the reliability and stability of
the designed search and rescue ROV.

Keywords: Remotely operated vehicle, search and rescue, underwater object detection and tracking, underwater
grasping

1. INTRODUCTION
Underwater search and rescue is one of the important tasks of intelligent maritime search and rescue [1,2]. It is
an important application field for underwater vehicles, artificial intelligent information processing, and under-
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water acoustic communication, as well as a multidisciplinary field for new technology. With the development
of the marine economy, human activity in the ocean is increasing, which is also accompanied by more and
more marine accidents, resulting in huge loss of life and property. Every year, hundreds of ships sink glob-
ally, with occasional submarine sinking and aircraft crashing into the sea, among other events. However, high
seabed pressures, poor visibility and complex environments make it difficult for general equipment to com-
plete underwater emergency search and rescue. Due to the large water area, extensive searches are extremely
difficult, and only professional divers can dive to a certain depth. Professional divers’ underwater vision and
the ability to search for a fixed location are slightly better than that of current underwater robots. However,
the particularity of such search and rescue and the complexity of underwater environment are great psycho-
logical tests for divers. Employing divers as the main search force is time-consuming, high-risk and laborious,
and requires a large number of divers to work alternately in pairs or teams. In the complex and changeable
ocean environment, how to reduce accidents and ensure the safety of people’s lives and property are some of
the key issues. Feasible and effective underwater search and rescue technology requires the development of in-
telligent robot system with precise control performance and full functions that can quickly search salvageable
equipment to determine the cause of the accident. Joochim et al. described the design and development of a
small unmanned submarine designed to explore the underwater alternative to human work [3]. The vehicle is
equipped with powerful underwater probe sensors to collect underwater data, brushless DC motors for con-
trolling direction, and real-time camera monitoring. Choi et al. designed a remote control vehicle (ROV) for
visual inspection of harbor structures [4]. The ROV is equipped with a vision system, a navigation system, and
a propeller for inspection tasks. The ROV can be operated manually to approach the target structure and ob-
tain high-quality images for inspection, which provides much help for underwater harbor safety. Underwater
robots are important carriers for deep-sea exploration resources and equipment, often equipped with different
detection sensors for compex and dangerous underwater environments. Zhang et al. developed a 6000-meter
depth rating ROV for marine scientific research [5]. With advanced technology, this ROV demonstrates the
development of modern ROV equipment, making the exploration and development of deep-sea resources a
reality.

Figure 1 presents the schematic diagram of an ROV searching and salvaging the target, which can be quickly
deployed and recovered. The underwater robot can be continuously powered by a small generator. The oper-
ator can conduct a continuous search at a certain area from the surface, which is safe and reliable. If the ROV
is entangled in rope, the diver can dive along the umbilical cord for rescue, which relieves the diver’s pressure.
Yue et al. put forward a new navigation and positioning system, which measures the distance through un-
derwater acoustic communication and USBL [6]. It can be used for remote positioning and guidance of AUV
to exchange information. Additionally, according to the successful experience of relevant rescue, it is prelim-
inarily considered that it is feasible to use towed sonar to detect the range and find the suspected locations,
and then use the underwater vehicle equipped with front sonar and ultra-short baseline to conduct a targeted
investigation on these locations. Finally, the professional divers salvage the target.

The cabled ROV designed in this project for maritime search and rescue is a new generation of micro-sized
cabled ROV. The ROV features a frame structure and modular design, offering several high- and low-speed
expansion interfaces. Additionally, it can be equipped with auxiliary cameras according to different demands,
sonar, single function or multifunctional manipulators, underwater positioning systems, altimeters, and other
sensors and tools to meet different tasks that are suitable for a variety of water environments. Figure 2 shows
the 3D rendering of the small search and rescue ROV designed for this project.
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Figure 1. ROV searching and salvaging a target.

Figure 2. 3D effect diagram of search and rescue ROV.

2.1. Main specifications
The ROV system dimensions are 900 mm × 600 mm × 600 mm. It is a small search and rescue ROV capable
of exploration, detection, and grasping operations. Its main technical specifications are shown in Table 1.

2.2. ROV surface operation box design
The surface operation part is the shore-based display. The shore-based display and control system belongs
to the user interaction part. It is the core part to realize ROV information collection, display, and control.
ROV communication and control [7,8] is a key step in the design process of an ROV. Ghilezan [9] proposed a re-
motely controlled ROV (remotely controlled vehicle) based on the ArduinoMega 2560microcontroller, which
acquires sensor data and controls direction and acceleration. It can directly control the ROV system and dis-
play the target search and rescue scene in real time. The hardware is PC-104 (see Figure 3), and the software is
a display and control system independently developed based on the C# platform. The shore-based display and
control system communicates with the ROV body through the load-bearing photoelectric composite cable and
directly displays the underwater camera information, the current state of the ROV body, and the underwater
acoustic detection-related control and measurement data through the display and control software. In addi-
tion, it can remotely control the ROV body. The display and control software in the system integrates many
functions such as comprehensive ROV control, video monitoring, remote control, and underwater acoustic

2. DESIGN OF ROV SYSTEM FOR OFFSHORE UNDERWATER SEARCH AND RESCUE
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Table 1. Main technical specifications of the ROV system

No Item Main specifications

1 Size/weight 900 mm × 600 mm × 600 mm/90 kg
2 Working depth 200m
3 Thrust Forward thrust > 48 kgf/lateral thrust > 30 kgf/vertical thrust > 30 kgf
4 Speed Forward speed ≥ 4 knots, lateral speed ≥ 1.5 knots, vertical speed ≥ 2 knots
5 Camera related 2 CCD high-definition cameras, 4 30W positive LED lights
6 Sensors Sonar, depth gauge, altimeter, electronic compass, ultra-short baseline positioning
7 Thrusters 6 thrusters, DC150V power supply, thrust size: 17 kg/10 kg (forward/reverse)
8 Umbilical cable 300 m
9 Power supply 8 KW(max)
10 Control method remotely control

Figure 3. Design and physical drawing of the water surface control box: (A) design drawing of water surface control box; and (B) water
surface control box.

positioning and tracking, with complex functions and strong pertinence, many of which are planned using
label pages, with the characteristics of simple interface and convenience.

2.3. Composition and principle
The ROV system consists of the ROV body, the winch (with umbilical cable system), and the surface con-
sole. Zuluaga et al. developed and implemented the low-level control system of the underwater vehicle Vi-
sor3, which is an observation ROV used to monitor and inspect port facilities and underwater structures and
has been used as a test platform for developing the underwater exploration robot technology in Colombia [10].
Control and navigation algorithms are all implemented in the onboard processor (BeagleBone embedded com-
puter). The ROV body and the surface console are important components. The ROV body and the surface
console are connected by zero buoyancy bearing photoelectric composite cable, which is retracted by a hand
winch. The surface console adopts the hardware architecture of an industrial computer, PLC system, man-
ual operator, image acquisition card, industrial display, three-way switching power supply, optical terminal,
switch knob, keyboard and mouse, and self-developed display and control software, which mainly performs
ROV control and search and rescue capturing operations. The ROV bodymainly includes an ultra-highmolec-
ular weight polyethylene (UPE) frame, upper load-bearing plate, propeller, equipment cabin (control cabin and
power cabin mainly composed of PC104 system and high-power power conversion module), grab mounting
and fixing mechanism, buoyancy material, acoustic detection system, sensor, sonar, camera, LED lamp, coun-
terweight, etc., which are used to navigate and carry the detection equipment. Data communication between
the above part and the underwater ROV body is realized by the optical transmitter and receiver. The system
principle is shown in Figure 4.

The ROV system uses underwater thrusters to generate thrust, which can achieve both propulsion and steering.
The layout structure of the six thrusters is shown in Figure 5, with two ascending and descending thrusters and
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Figure 4. Display and control software interface.

Figure 5. ROV thruster layout.

four horizontal thrusters (the two front parts are arranged at an angle of 30◦ with the center line and the two
rear parts are arranged at an angle of 30◦ with the center line). With the thruster arrangement, the search and
rescue ROV can mainly achieve five-degree-of-freedom movement (without pitch motion control). The ROV
controller inside the control cabin collects sensor information, such as compass, attitude, depth, and height,
in real time, and controls the rotation speed and direction of six thrusters in real time through the attitude
balance algorithm, to realize the smooth movement of ROV diving, forward and backward motion, moving
horizontally, turning, and depth orientation.

The ROV controller collects the information of peripherals (such as depth, height, attitude, compass, camera,
and lighting) in real time, performs adaptive control according to the working mode, and transmits the pro-
cessed relevant information to the PC-104. The PC-104 system adopts the UDP protocol and uses the optical
transceiver to transmit the information in real time through the photoelectric composite cable. The ROV con-
troller is connected to the acoustic detection system through a watertight connector. The acoustic detection
system can control the working mode of the ROV (such as sink silently or fixed depth hover), cut off the power
supply of the ROV, reduce the self-noise of the whole ROV system, and improve the measurement accuracy of

http://dx.doi.org/10.20517/ir.2022.23


Page 360 Sun et al. Intell Robot 2022;2(4):355­70 I http://dx.doi.org/10.20517/ir.2022.23

Figure 6. Frame structure diagram of the rescue ROV.

the acoustic detection system. Photoelectric conversion is adopted between the shore-based control part and
the ROV body, and reliable communication is carried out through wired photoelectric composite cable.

3. HARDWARE DESIGN OF OFFSHORE UNDERWATER SEARCH AND RESCUE ROV
The hardware part of the ROV mainly includes UPE frame, upper shell, thruster, integrated control cabin,
power supply cabin, floating material, counterweight, load-bearing photoelectric composite cable (including
cable retracting and releasing disc device), etc. The UPE frame is the load-bearing support of the whole ROV
body, connecting and fixing each module together. The vertical thruster is mainly used to complete the diving
and floating movement of the equipment, and the horizontal thruster is mainly used to complete the forward
and lateral movement of the equipment. The integrated control cabin is mainly equipped with ROV control-
related equipment. The power cabin mainly supplies power to each module of the equipment and has the
function of independent ROV power switching to reduce the self-noise of acoustic detection. The counter-
weight and floating material are mainly used to adjust equipment balance and stability. The load-bearing
photoelectric composite cable adopts the marine cable standard and belongs to the photoelectric composite
structure, with load-bearing and tensile capacity of more than 400 kg.

3.1. ROV body framework design
h For the ROV design, structural analysis on the frame-cover structure of ROV should be carried out [11]. The
overall frame of the ROV body is made of UPE with a thickness of 20 mm. The relative density of this material
is lower than that of water (0.923 g/cm3), with good heat and cold resistance, good chemical stability, high
rigidity and toughness, and good mechanical strength. This solution adopts UPE material, which can not only
improve the total buoyancy of the whole robot but also ensure its stiffness stability. At the same time, the high
toughness of the material can provide a certain anti-collision ability. Its structural design is shown in Figure 6.

Since the force of the search and rescue ROVmainly acts on the main bearing plate, especially when the robot
is hoisted, here, only the relevant finite element stress analysis of the upper bearing plate is carried out, and
the static analysis software built in CATIA is used for analysis (see Figure 7). Figure 7 shows an example of
the tensile force on the upper shell when the robot is hoisted. Figure 8 shows the stress–strain diagram of the
frame structure. It can be seen in the figure that the design meets the allowable deformation requirements.
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Figure 7. Static analysis of the main bearing plate.

Figure 8. Analysis of ROV border deformation.

3.2. ROV electronic cabin design
This section presents the shell structure and internal support structure of the search and rescue ROV control
cabin for this 200 m water depth operation, and the theoretical calculation and ANSYS finite element analysis
of the strength and stability of the shell structure are carried out. This design aims to make the control cabin
lighter andmore compact under the constraint that itmeets the safety requirements aswell as lay the foundation
for the actual processing and manufacturing of the ROV.

The structure of the search and rescue ROV electronic cabin is shown in Figure 9. Because the ROV electronic
cabin and the power cabin are designed separately, the control cabin is mainly used to place the circuit board,
which is fixed on the inner wall of the cylinder by the support rod. The separation of the electronic cabin
and power cabin can better avoid the problem of strong and weak current interference. The pressing plates
on both sides of the control cabin are connected with one end of the threaded flange through screws. The
threaded flange is connected with the cylinder through threads, and the axial seal is realized by using double
O-ring seals. The cover is integrated with the threaded flange, which is good for sealing. There is a plurality
of internally threaded holes on the cover at both ends, which are used to install the propeller watertight joint,
umbilical cord watertight joint, platform watertight joint, etc.

The static strength analysis of the electronic cabin was analyzed by CATIA’s own static analysis. The displace-
ment and equivalent stress nephograms are shown in Figure 10.

The solid model established in CATIA was imported into ANSYS. The material properties of the model are
set according to the parameters of 7075 aluminum alloy, and the solid model is modeled by the finite element
method. Since there are covers at both ends of the shell, fixed constraints are imposed on both sides of the
shell model and pressure is applied to the outer surface of the shell. The calculated pressure is P = 2.018 × 2 =
4.036 MPa, and the safety factor is 2. Figure 11 shows the displacement and equivalent stress nephograms in
the 200 m water depth environment.
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Figure 9. Electronic cabin structure design: (A) overall structure of control cabin; and (B) profile of control cabin overall structure.

Figure 10. Static analysis of electronic cabin shell: (A) shell deformation diagram; (B) shell stress diagram; and (C) diagram of shell dis-
placement vector.

Figure 11. ANSYS static analysis of electronic cabin shell in Figure 15A and B: (A) displacement nephogram of shell static analysis; and (B)
stress nephogram of shell static analysis.

3.3. ROV power cabin design
This section presents the shell structure and internal support structure of the search and rescue ROV control
cabin and power cabin for the 200 m water depth operation, and the theoretical calculation and ANSYS finite
element analysis of the strength and stability of the shell structure are carried out.

A B C
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Figure 12. Design of power cabin: (A) overall structure of power cabin; and (B) internal structure of power cabin.

Figure 13. Static analysis of power cabin shell: (A) shell deformation diagram; (B) shell stress diagram; and (C) diagram of shell displace-
ment vector.

3.3.1 Structure design of power cabin
The power cabin (see Figure 12) is also fixed on the frame structure of the underwater vehicle through clamps.
Itsmain function is to provide support, heat dissipation, and protection for the power distributionmanagement
module inside the cabin. Therefore, it is required that the power cabin has excellent sealing and pressure
resistance, good heat dissipation design, simple structure, and easy maintenance.

3.3.2 Strength and stress check of power cabin
Here, static analysis for the power cabin is conducted, and the analysis results are shown in Figure 13. Through
analysis, it can be found that the designed power cabin can meet the requirement.

3.4. ROV buoyancy material design
An underwater vehicle is a weight-sensitive structure because it requires a balance between buoyancy and
gravity in the water. Composite materials with excellent specific strength and rigidity are chemically stable.
In addition, the composite structure has excellent sound absorption performance. Yang et al. studied the
optimal calculation process for reducing the structural weight of an autonomous underwater vehicle with
an integral carbon fiber structure under prescribed conditions [12]. The buoyant material needs to work in a
harsh environment of high pressure and high corrosion in the ocean for a long time. Based on its different
specific working occasions, various performance index requirements are considered in the design of this article.
According to the selection principle and development requirements, the high-performance sandwich material
Divinycell HCP50 is selected, which features excellent buoyancy performance, high impact resistance, low
water absorption, thermoformability, excellent damage tolerance, simple and fast processing, good chemical
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Figure 14. Design and static analysis of ROV buoyancy material: (A) design of ROV buoyancy material; (B) structure stress analysis; and
(C) structural strain analysis.

Figure 15. ROV Multifunctional Manipulator: (A) design of multifunctional manipulator gripper; (B) multifunctional manipulator grasping
instructions; and (C) multifunctional manipulator grasping schematic.

corrosion resistance, high-temperature resistance, and other characteristics. The density is 250 kg/m3, the
buoyancy can be provided at 775 kg/m3, and the working depth is 300m, whichmeets the design requirements.
Figure 14 shows the shape design and static analysis of buoyant materials.

3.5. ROV multifunctional manipulator grip design
Thedrivingmodes of an underwatermanipulator aremainly divided into two types: hydraulic drive andmotor
drive. At present, most of the mature operational ROVs use hydraulic-driven underwater manipulators [13].
The main feature of the hydraulic drive is high power density, which can easily realize linear motion and
rotation. However, its shortcomings are also obvious. Due to the limitation of the underwater operating
environment, its dynamic control performance is not good, the control accuracy is poor, and it can easily
leak oil and cause environmental pollution. Therefore, for this search and rescue ROV design, the electric
manipulator mode is selected [14] considering its functionality.

Although the single-function mechanical gripper can meet simple search and rescue tasks, it is difficult to
achieve some complex search and rescue tasks because there is only a single degree of freedom in opening and
closing. Therefore, this design further considers a grasping scheme based on the multi-function manipulator.
The mechanical gripper is the end effector of the multifunctional manipulator, which is used to complete the
docking with the grasping target. The gripper is designed with a wrapping type. Figure 15 presents the design
drawings of the multifunctional robotic arm gripper.

3.6. ROV hardware assembly design
When the design of each part of the ROV is completed, the overall assembly design of the robot is carried out.
3D assembly design is an important part of ROV design, which can truly reflect the final product effect of ROV,
simulate the assembly process, test the process matching parameters of each component, etc. Figure 16 is a
schematic diagram of target grasping by a multifunctional robotic arm.
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Figure 16. Grasping structure diagram of an ROV multifunctional manipulator.

4. ROV POOL TEST IN OFFSHORE UNDERWATER RESCUE
After the underwater machine prototype is assembled, a series of tests are required, which are mainly divided
into indoor and outdoor tests. The indoor test mainly focuses on the power-on test of the sealed cabin to check
whether the electronic components in the cabin operate normally and whether there is an alarm sound, so as
to ensure the normal use of the system and test whether a single motor can operate normally and whether
the overall operation can operate normally. The control board circuit in the electronic cabin was powered
on to test whether the indicator light was normal to ensure that the underwater robot could move normally.
Through the external frames and bottom plates on both sides, the assembly was completed withM6 screws, six
thrusters, and four LED lights. The control board, processor, and power module were fixed in the electronic
sealed cabin, and the expansion layer was equipped with a multifunctional manipulator.

4.1. Search and rescue ROV motion performance pool test
Thepremise of realizing the grasping function of an underwater robot is to test the basic functions of six degrees
of freedom. It mainly tests the underwater mobility and flexibility of the underwater robot, and whether it can
complete the mechanical grasping of the underwater vehicle.

The following tests were carried out: (1) The air tightness test of the manual vacuum pump was performed
before launching under indoor observation for 24 h to check whether there was water accumulation in the
sealed cabin and its sealing performance. (2) Switch lamp experiments were performed to check the underwa-
ter waterproofing and other functions. (3) The PTZ camera was debugged to test the stability of the platform
camera and the ability to perform the up and down flip angles. (4) Whether the image transmission is normal
and whether the image information can be transmitted were tested. (5)We verified the basic motion functions
of the underwater vehicle in water, such as forward, backward, steering, diving, etc. (6) We verified the func-
tions of controlling navigation and target searching and grabbing, as well as the key technical indicators, such
as ROV speed, underwater search and rescue, and other specific indicators on the lake. The crane was used to
lift and release the ROV, and the ROV positioning point was controlled to conduct high-speed navigation on
the water surface corresponding to the location, straight driving, curved driving, turning in place, diving and
floating, and directional and fixed depth navigation. The real object and test experiment of the ROV system
are shown in Figure 17.
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Figure 17. ROV motion performance test: (A) rescue ROV hanging; (B) ROV buoyancy and balance adjustment; (C) ROV buoyancy state
test; and (D) underwater hovering state of ROV multifunctional manipulator.

Figure 18. Underwater small target search and grasping test of ROV multifunctional manipulator.

4.2. Pool target search and rescue test of ROV multifunctional manipulator
Figure 18 shows the multifunctional search and rescue ROV carrying a multifunctional manipulator to search
and grab underwater targets. It should be noted that, due to the limited number and placement of thrusters,
pitch motion cannot be fully controlled. In the case where the ROV is used to grip a small object in this
scenario, the jaw (garb system presented in Figure 15) mounted in front of the ROV will open and close,
causing instability in the system, and the pitch motion cannot be fully compensated. Our solution is to retract
the manipulator to run stably around the target, and then grasp it through the open manipulator. Because the
manipulator actuator is electric, the center of gravity changes only slightly, and the improved PID controller
can achieve a more stable control.
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Figure 19. Detection result for fishes and seafood. A: detection result with particle filter and Hungarian method, B: detection result
with Fast RCNN method.

Figure 20. Tracking result of an underwater vehicle.

4.3. Intelligent underwater target detection and tracking
For underwater object search and rescue, how to make the designed ROV more intelligent is an important
question, and the key point is intelligent underwater target detection and tracking. For the underwater envi-
ronment, there are basically two target acquisition options: optical images and sonar images. Sonar images
are suitable for searching large areas, while optical images are more suitable for close-range high-precision
operation scenes. Therefore, optical images acquired by underwater cameras have become the main acquisi-
tion means for underwater search and rescue. Some intelligent methods [15,16] are applied for more intelligent
underwater target detection and tracking using images. Different methods are adopted for possible object de-
tection and tracking. Figure 19A shows the detection result with particle filter and the Hungarian algorithm
method for fishes, while Figure 19B presents the detection result with the Fast RCNN method for seafood.
Figure 20 presents the tracking result of an underwater vehicle, while Figure 21 shows the tracking result of
moving fishes.

5. ROV OFFSHORE TEST (TARGET SEARCH AND RESCUE)
To further verify the performance of various indexes of the developed search and rescue ROV, the research
group jointly cooperated with the East China Sea Rescue Bureau to conduct the sea trial experiment. The
test location was selected near the Chicken Bone Reef (122°23’ E, 31°11’ N) in the Yangtze Estuary. This
experimental ROV was carried on the test mother ship Donghai Rescue 118. The lifting and releasing of the
whole ROV were completed by the crew of the Rescue Bureau. The members of our research group were
mainly responsible for the laying and control of ROV cables. Figure 22 presents the search and rescue of ROV
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Figure 21. Tracking result of moving fishes.

Figure 22. Search and rescue ROV is dropped into water.

Figure 23. Search and rescue dummy hanging in the air.

offshore lifting and launching test. When the state was stable, sailing and diving tests were performed.

When the sea condition was good (Level 2–3 sea state), the search and rescue test was carried out. The search
and rescue dummy (1.1 m) was hoisted from the deck position, as shown in Figure 23. The ROVwas launched
to search for underwater targets. It was found that the water was turbid, as shown in Figure 24, so we changed
to a surface search and rescue grab test. In this case, the target dummy was still successfully approached and
grabbed, and the search and rescue task was completed, as shown in Figure 25. In the process of the sea test,
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Figure 24. Underwater target search.

Figure 25. Underwater target search: (A) target search and rescue; and (B) ROV successfully captures the falling target for rescue.

it was found that the performance may degrade even when the current speed is not very high because of eddy
currents and other conditions.

6. SUMMARY
Based on the overall structure and frame design of the search and rescue ROV, the effectiveness of the scheme
was verified. At the same time, a large margin is reserved for scenarios such as maritime search and rescue.
Underwater target capture and search and rescue tests were carried out through the pool and sea test, which
further verified the reliability and effectiveness of the designed ROV. To better improve the intelligence of
the search and rescue ROV and reliable control in a complex environment, intelligent detection and control
algorithms need further research and experimental verification in the future.
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Abstract
Adaptive cruise control is one of the essential technologies of advanced driver assistance systems, which is used
to maintain a safe distance between an ego vehicle and a preceding vehicle and has been extensively applied in the
automotive industry and control community. Note that some vehicle manoeuvres may approach handling limits to
prevent collisions under complex road conditions, which often leads to vehicle lateral instability while cruising. In this
study, a T-S fuzzy model predictive control framework is applied to the problem of adaptive cruise control. Variations
in the preceding vehicle velocity and road surface conditions are considered to formulate adaptive cruise control as
a tracking control problem of a T-S fuzzy system subject to parameter uncertainties and external persistent pertur-
bations. Then, a robust positively invariant set is introduced to derive an admissible T-S fuzzy controller by solving a
min-max optimization problem under a series of linear matrix inequality constraints. Finally, a CarSim/MATLAB joint
simulation is conducted to illustrate the effectiveness of the proposed method, which ensures longitudinal adaptive
cruise control for a car-following scenario with lateral vehicle stability.

Keywords: Adaptive cruise control, T-S fuzzymodel predictive control, robust positively invariant set, lateral stability
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1. INTRODUCTION
Advanced driver assistance systems (ADASs) play a critical role in the automobile industry [1] by significantly
decreasing drivers’ workload while considerably improving driving safety and comfort [2–5]. A few examples of
common applications of ADASs in automobiles in recent years are lane-keeping assist (LKA), adaptive cruise
control (ACC), electronic stability control (ESC), and the precrash system (PCS) [6]. The ACC system is one
of the first ADAS technologies for maintaining a safe distance between an ego car and a preceding vehicle [7].
Radar sensors detect the velocity of the preceding vehicle, which the ACC system uses to automatically modify
the speed of the driving vehicle by managing the throttle opening or brake pedal levels [8].

Many adaptive cruise control strategies can be found in the literature to achieve longitudinal car-following and
enhance driving performance . A fuzzy logic control technique is described in Ref. [9] that executes the ACC
function on an AIT intelligent vehicle using the distance error and relative velocity information. In Ref. [10], a
control system is presented that decreases vehicle waiting time at stop lights, as well as fuel consumption, by
utilizing upcoming traffic signal information and short-range radar for optimal velocity trajectory planning. In
Ref. [11], a safe and comfortable longitudinal automation systemwith a human-in-the-loop strategy is integrated
into an ACC system. In Ref. [12], the use of a longitudinal controller for a smart and green ACC system is
investigated to minimize energy expenditure and maximize energy regeneration.

Model predictive control (MPC) is a traditional control approachwith demonstrated utility for solvingmultiob-
jective optimization problems under a variety of system constraints [13,14]. In the past few years, MPC has been
widely applied to the design of ACC systems. A few examples are presented here: in Ref. [15], MPC is applied to
the design of spacing-control laws for transitional vehicle manoeuvres. A fuel economy-oriented ACC system
is developed in Ref. [16] to minimize vehicle fuel consumption, and a generic scale reduction framework is for-
mulated to alleviate computational loads induced by the MPC optimization solution. In Ref. [17], a benchmark
setting for the MPC on a piecewise affine system is presented for the design of ACC algorithms, and differ-
ent methods are implemented and evaluated to assess their main attributes, characteristics, and strong/weak
points. A stochastic MPC approach for minimizing vehicle fuel consumption is investigated in Ref. [18]. An
MPC method for increasing vehicle tracking accuracy and reducing fuel consumption is developed [19] by tak-
ing into account external road information, spatiotemporal constraints and nonlinear powertrain dynamics. In
Ref. [20], a personalized ACC system based on driving style identification is proposed to accommodate various
driving types within an MPC framework.

The Takagi-Sugeno (T-S) fuzzy system consists of a cluster of linear subsystems as an approximation for a non-
linear system. Extensive studies have been performed on this system in recent decades [21–24]. In vehicle con-
trol, vehicle dynamics are typically regarded as linear parameter varying (LPV) systems because of inevitable
variations in parameters, such as longitudinal and lateral velocities. T-S fuzzy systems are constructed to
model the vehicle dynamics and address parameter variations in the system. For example, in Ref. [25], a fuzzy
path-tracking controller is designed considering uncertain lateral tire forces, a time-varying vehicle speed,
steering-input saturation and vehicle state conditions. In Ref. [26], a fuzzy-model-basedH∞ control algorithm
is proposed considering constraints on the amplitude and rate of steering. In Ref. [27], a path tracking controller
based on output feedback is developed considering the transient behaviour of the system. However, few studies
have been performed on integrating T-S fuzzy modelling into ACC systems, and this subject requires further
investigation.

The aforementioned literature review shows that substantial progress has beenmade in both theoretical formu-
lations and practical applications of ACC design for car-following within the model-based predictive control
framework. Notably, cars may lose lateral stability when employing a cruise controller in some emergency
situations, such as rapid braking on roads with low friction coefficients. Thus, vehicle lateral stability needs to
be considered when developing ACC strategies. In some studies, a linear force relationship is utilized between
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tires and roads, which does not precisely describe the lateral dynamical characteristics involved, leading to
severe degradation or even instability of a closed-loop system, especially when a vehicle travels at high accel-
eration. The longitudinal velocity is intrinsically time-varying but is regarded as a constant in a few studies,
which should also be addressed. The present study has been motivated by all these considerations.

The problem of adaptive cruise control design for longitudinal car-following considering vehicle lateral stabil-
ity is investigated in this study. Vehicle longitudinal car-following kinematics are used in conjunction with two
degrees-of-freedom vehicle lateral dynamics to formulate an adaptive cruise control system as a robust track-
ing control problem of a T-S fuzzy system by considering real-time variations of the velocity of the preceding
vehicle. The corresponding control problem is then transformed into a min-max optimization problem within
the T-S fuzzy control framework. The concept of robust positively invariant sets is introduced to effectively
address some external norm-bounded disturbances, such as the steering angle of the front wheel and the accel-
eration of the preceding vehicle, to ensure that the states of the closed-loop tracking dynamics converge to a
compact set. Finally, results of simulations using the CarSim/MATLAB joint platform are presented to demon-
strate the effectiveness of using the proposed adaptive cruise controller to realize longitudinal car-following
while ensuring vehicle lateral stability.

The main contributions of this study are as follows:

(1) a T-S fuzzy control framework is used to first establish a unifiedT-S fuzzy dynamicalmodel for car-following
based on a combination of longitudinal kinematics, lateral dynamics, time-varying vehicle velocity, and non-
linear lateral tire/road forces as a basis for designing adaptive cruise control;

(2) a method is proposed for designing a coordinated controller of an adaptive cruise control system and a
direct yaw moment control system that ensures simultaneous vehicle longitudinal car-following and lateral
stability;

(3) the developed controller design method is validated by tests in a high-fidelity CarSim/Simulink joint simu-
lation environment, and the results clearly show the effectiveness of the T-S fuzzy model predictive controller
and its superiority over a conventional controller design process that does not consider vehicle lateral stabi-
lization.

The remainder of this paper is organized as follows. Amathematical model for a vehicle is presented in Section
II, which includes longitudinal kinematics, lateral dynamics, and a tire/road force model. A design for a robust
T-S fuzzy model predictive controller is presented in Section III. In Section IV, the lower layer of the designed
adaptive cruise control algorithm is described. The CarSim/Simulink joint simulation results are presented in
Section V. Finally, we conclude the paper in Section VI.

Notations and definitions: The notations used throughout this paper are quite standard. For any 𝑥 in R𝑛, 𝑥𝑇

is its transpose and |𝑥 | its Euclidean norm. For a 𝑛 × 𝑚 matrix 𝐴, | |𝐴| | stands for its induced matrix norm.
Z+ denotes the set of all nonnegative integers. We use an asterisk “∗” to represent a term that is induced by
symmetry in symmetric matrices. A real-value function Φ : R≥0 → R≥0 is a K-function if it is continuous,
strictly increasing, and Φ(0) = 0; it is a K∞-function if it is a K-function and when 𝑠 → ∞, Φ(𝑠) → ∞. A
function 𝛽 : R≥0 ×R≥0 → R≥0 is aKL-function if, for each fixed 𝑘 ≥ 0, Φ(·, 𝑘) is aK-function, and for each
fixed 𝑠 ≥ 0, Φ(𝑠, ·) is decreasing and Φ(𝑠, 𝑘) → 0 as 𝑘 →∞.
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Figure 1. Vehicle longitudinal kinematics.

2.1. Vehicle longitudinal kinematic model
The following symbols are used in the car-following situation shown in Figure 1: Δ𝑠 is the distance between
the preceding and ego vehicles; 𝑣1 and 𝑣2 are the longitudinal velocities of the preceding and ego vehicles,
respectively; and 𝑎1 and 𝑎2 are the corresponding longitudinal accelerations.

The desired spacing distance between the preceding and ego vehicles is given as follows [28]:

𝑑des = 𝑑0 + 𝑡0𝑣2, (1)

where 𝑑0 is vehicle desired distance at standstill and 𝑡0 is the constant headway time.

The difference in the desired and actual distances between the vehicles is defined asΔ𝑑, and the relative velocity
between the preceding and ego vehicles is defined as Δ𝑣; then,

Δ𝑑 = Δ𝑠 − 𝑑des, (2)

Δ𝑣 = 𝑣1 − 𝑣2. (3)

Considering the time delay of the engine in the driving system, we employ a first-order system to relate the
actual vehicle longitudinal acceleration 𝑎2 and the desired acceleration 𝑎des as follows [29]:

𝑎2 =
1

1 + 𝜏0𝑠
𝑎des, (4)

where 𝜏0 is the engine time constant, and 𝑎des is the acceleration to be determined.

The definitions given above are used to express the vehicle longitudinal kinematic model as follows:
¤Δ𝑑 = Δ𝑣 − 𝑡0𝑎2
¤Δ𝑣 = −𝑎2 + 𝑎1
¤𝑎2 = −𝑎2+𝑎des

𝜏0

. (5)

2.2. Vehicle lateral dynamics
Figure 2 shows the classical two-degree-of-freedom (2-DOF) bicycle model of vehicle dynamics, which is
simplified in this study by collapsing each axle to a single tire to reflect the fundamental features of lateral
motions.

The mass of the ego vehicle is 𝑚. 𝐼𝑧 is the moment of inertia about the yaw axis through the vehicle’s centre
of gravity (CG). 𝑙 𝑓 and 𝑙𝑟 represent the distances from the vehicle centre to the front and rear axles of the
vehicle, respectively. 𝐹𝑦 𝑓 and 𝐹𝑦𝑟 denote the lateral forces on the vehicle front and rear tires, respectively. 𝛿

2. METHODS
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Figure 2. 2-DOF vehicle lateral dynamics.

is the steering angle for the front wheel of the vehicle. 𝛽, 𝛾 and 𝑣𝑥 represent the sideslip angle, yaw rate, and
longitudinal velocity of the ego vehicle, respectively. The vehicle lateral dynamics can be described in terms of
the sideslip angle and yaw rate as follows:{

𝑚𝑣2 ¤𝛽(𝑡) = 𝐹𝑦 𝑓 (𝑡) + 𝐹𝑦𝑟 (𝑡) − 𝑚𝑣2𝛾(𝑡)
𝐼𝑧 ¤𝛾(𝑡) = 𝑙 𝑓 𝐹𝑦 𝑓 (𝑡) − 𝑙𝑟𝐹𝑦𝑟 (𝑡) + 𝑀𝑧 (𝑡)

(6)

where 𝑀𝑧 is the external yaw moment generated by the differences in the longitudinal tire/road forces among
the four tires of the vehicle.

2.3. Tire/road force model
The vehicle lateral tire/road force is generated by contact between the vehicle tires and the road surface [30].
A tire operates in the linear region for a small vehicle lateral acceleration, which can be characterized by the
cornering stiffness of the front and rear tires 𝐶 𝑓 and 𝐶𝑟 , respectively, and the corresponding sideslip angles.
The relationship between the tire lateral force and sideslip angle is{

𝐹𝑦 𝑓 (𝑡) = 2𝐶 𝑓 𝛼 𝑓 (𝑡)
𝐹𝑦𝑟 (𝑡) = 2𝐶𝑟𝛼𝑟 (𝑡)

where 𝛼 𝑓 and 𝛼𝑟 are the slip angles of front and rear tire and can be given by:{
𝛼 𝑓 (𝑡) = 𝛿(𝑡) −

𝑙 𝑓 𝛾(𝑡)
𝑣2
− 𝛽(𝑡)

𝛼𝑟 (𝑡) = 𝑙𝑟 𝛾(𝑡)
𝑣2
− 𝛽(𝑡)

.

However, at high lateral acceleration, the tire/road force may not be linearly proportional to the slip angle
owing to differences in the road surface characteristics and cannot be simply expressed in terms of a constant
cornering stiffness and sideslip angles. Therefore, we adopt an uncertain cornering stiffness, which varies over
a range, to model the uncertainty in the tire/road force [31]:{

𝐹𝑦 𝑓 (𝑡) = 2𝐶 𝑓 + 2Δ𝐶 𝑓 (•),
𝐹𝑦𝑟 (𝑡) = 2𝐶𝑟 + 2Δ𝐶𝑟 (•).

(7)

where 𝐶𝑖 = max(𝐶𝑖 (•))+min(𝐶𝑖 (•))
2 , Δ𝐶𝑖 (•) ∈ [−Δ𝐶𝑖 ,Δ𝐶𝑖], Δ𝐶𝑖 = max(𝐶𝑖 (•))−min(𝐶𝑖 (•))

2 (𝑖 = 𝑓 , 𝑟), 𝐶𝑖 (•) denotes
the uncertain cornering stiffness, and (•) represents all possible variables causing variations in the cornering
stiffness.
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2.4. Vehicle­following system with lateral stability
Longitudinal kinematics, lateral dynamics, and an uncertain tire/road force model are integrated to formulate
the following model for closed-loop car-following dynamics [32]:

¤𝑥(𝑡) = ( 𝐴̃ + Δ𝐴̃)𝑥(𝑡) + 𝐵̃𝑢𝑢(𝑡) + (𝐵̃𝑑 + Δ𝐵̃𝑑)𝑑 (𝑡), (8)

𝐴̃ =



0 1 −𝑡0 0 0
0 0 −1 0 0
0 0 − 1

𝜏0
0 0

0 0 0 − 2𝐶 𝑓 +2𝐶𝑟

𝑚𝑣2

2𝑙𝑟𝐶𝑟−2𝑙 𝑓 𝐶 𝑓

𝑚𝑣2
2

− 1

0 0 0 − 2𝑙 𝑓 𝐶 𝑓 −2𝑙𝑟𝐶𝑟

𝐼𝑧
−

2𝑙2𝑓 𝐶 𝑓 +2𝑙2𝑟𝐶𝑟

𝐼𝑧𝑣2


𝐵̃𝑢 =



0 0
0 0
1
𝜏0

0
0 0
0 1

𝐼𝑧


, 𝐵̃𝑑 =



0 0
1 0
0 0
0 2𝐶 𝑓

𝑚𝑣2

0 2𝑙 𝑓 𝐶 𝑓

𝐼𝑧


,

where 𝑥(𝑡) = [Δ𝑑,Δ𝑣, 𝑎2, 𝛽, 𝛾]𝑇 , 𝑢(𝑡) = [𝑎des, 𝑀𝑧]𝑇 , and the external disturbance 𝑑 (𝑡) = [𝑎1, 𝛿]𝑇 .

The uncertain terms Δ𝐴̃ and Δ𝐵̃𝑑 are denoted as Δ𝐴̃ = 𝐻̃1𝐹 (𝑡)𝐸̃1 and Δ𝐵̃𝑑 = 𝐻̃1𝐹 (𝑡)𝐸̃2, respectively, where

𝐻̃1 =



0 0
0 0
0 0

2Δ𝐶 𝑓

𝑚𝑣2
2Δ𝐶𝑟
𝑚𝑣2

2𝑙 𝑓 Δ𝐶 𝑓

𝐼𝑧
−2𝑙𝑟Δ𝐶𝑟

𝐼𝑧


, 𝐸̃1 =



0 0
0 0
0 0
−1 −1
−𝑙 𝑓
𝑣𝑥

𝑙𝑟
𝑣𝑥



𝑇

,

𝐹 (𝑡) =
[
𝑁 (𝑡) 0

0 𝑁 (𝑡)

]
, 𝐸̃2 =

[
0 1
0 0

]
,

and 𝑁 (𝑡) : 𝑅𝑡≥0 → [−1, 1] represents an unknown real-value function.

Note that in the car-following scenario, the velocity of the ego vehicle varies with that of the preceding vehicle
to maintain a desired safe distance. In this study, we assume that the velocity of the preceding car varies within
a bounded range 𝑣1 ∈ [𝑣min, 𝑣max], where 𝑣min and 𝑣max represent the minimum and maximum velocities
during vehicle adaptive cruising.

2.5. T­S fuzzy modeling for longitudinal car­following with vehicle lateral stability
For real-time implementation of the proposed T-S fuzzy model predictive controller in the discrete-time do-
main, we adopt Euler’s discretization method with the sampling time 𝑇𝑠; then, the discrete-time model of
System Equation (8) is given as

𝑥(𝑘 + 1) = (𝐴 + Δ𝐴)𝑥(𝑘) + 𝐵𝑢𝑢(𝑘) + (𝐵𝑑 + Δ𝐵𝑑)𝑑 (𝑘), (9)

where

𝐴 = 𝐼 + 𝑇𝑠 𝐴̃,Δ𝐴 = 𝐼 + 𝑇𝑠Δ𝐴̃,
𝐵𝑢 = 𝑇𝑠 𝐵̃𝑢, 𝐵𝑑 = 𝑇𝑠 𝐵̃𝑑 ,Δ𝐵𝑑 = 𝑇𝑠Δ𝐵̃𝑑 .

As the velocity of the ego vehicle 𝑣2 changes with the speed of the preceding vehicle 𝑣1, Equation (9) is clearly
a parameter-varying system.
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The T-S fuzzy modelling approach is then employed to describe the time-varying car-following dynamics. We
use the classical sector nonlinearity method to derive the discrete-time T-S fuzzy model given in Equation (9):

Fuzzy ruleℛ𝑖 : if 𝜃1(𝑘) ∈ ℱ𝑖
1 and 𝜃2(𝑘) ∈ ℱ𝑖

2 , then

𝑥(𝑘 + 1) = (𝐴𝑖 + Δ𝐴𝑖)𝑥(𝑘) + 𝐵𝑢𝑢(𝑘) + (𝐵𝑑𝑖 + Δ𝐵𝑑𝑖)𝑑 (𝑘), (10)

where 𝑖 = 1, 2, · · · , 𝑟 , 𝜃1(𝑘) = 1
𝑣2
and 𝜃2(𝑘) = 1

𝑣2
2
are premise variables,ℱ𝑖

𝑗 is the fuzzy set, and 𝐴𝑖 , 𝐵𝑑𝑖 , Δ𝐴𝑖 and
Δ𝐵𝑑𝑖 are the systemmatrices defined in Equation (9), with 𝑣2 being replaced by 𝑣min and 𝑣max. We use 𝜂(𝜃 (𝑘))
to denote the normalized membership function of ℱ𝑖 , where 𝜃 (𝑘) = [𝜃1(𝑘), 𝜃2(𝑘)] represents the premise
variable vector, ℱ𝑖 = ℱ𝑖

1ℱ
𝑖
2 and

∑𝑟
𝑖=1 𝜂𝑖 (𝜃 (𝑘)) = 1. For brevity, 𝜂𝑖 (𝜃 (𝑘)) is denoted as 𝜂𝑖 . Considering the

velocity restrictions enables us to easily derive the following weighting factors for the established T-S fuzzy
system [Equation (10)]:

ℱ1max =
𝜃1max − 𝜃1

𝜃1max − 𝜃1min
, ℱ1min =

𝜃1 − 𝜃1min
𝜃1max − 𝜃1min

, (11)

ℱ2max =
𝜃2max − 𝜃2

𝜃2max − 𝜃2min
, ℱ2min =

𝜃2 − 𝜃2min
𝜃2max − 𝜃2min

, (12)

where 𝜃1max, 𝜃2max, 𝜃1min and 𝜃2min are the maximal and minimal values of 𝜃1 and 𝜃2, respectively, and
ℱ𝑖
𝑗 (𝑖 = 1, 2, 3, 4, 𝑗 = 1, 2) can be obtained accordingly from Equation (11) and Equation (12). Therefore,

ℱ𝑖 is derived from 22 combinations of ℱ𝑖
1 and ℱ𝑖

2 . The following compact representation of Equation (9) is
obtained by using a standard fuzzy inference approach:

𝑥(𝑘 + 1) = 𝒜(𝜂)𝑥(𝑘) +ℬ𝑢𝑢(𝑘) +ℬ𝑑 (𝜂)𝑑 (𝑘), (13)

where 
𝒜(𝜂) = 𝐴(𝜂) + Δ𝐴(𝜂) = ∑𝑟

𝑖=1 𝜂𝑖 (𝐴𝑖 + Δ𝐴𝑖)
ℬ𝑢 (𝜂) =

∑𝑟
𝑖=1 𝜂𝑖𝐵𝑢𝑖

ℬ𝑑 (𝜂) = 𝐵𝑑 (𝜂) + Δ𝐵𝑑 (𝜂) =
∑𝑟
𝑖=1 𝜂𝑖 (𝐵𝑑𝑖 + Δ𝐵𝑑𝑖)

𝜂 = 𝜂(𝑘) = [𝜂1, · · · , 𝜂𝑟 ] .

Note that using the sector nonlinearity modelling approach with the premise variables 1
𝑣2

and 1
𝑣2

2
yields a T-

S fuzzy expression for the car-following system with lateral stability. The discretized form of the tracking
system in Equation (9) is represented using 𝑟 = 22 linear subsystems with the aforementioned membership
functions. Inspired by [33], we further exploit the relationships among the premise variables to reduce the
numerical computational complexity and conservativeness of the controller design. Here, we define

𝑣2 =
𝑣̂0𝑣̂1

𝑣̂1 + 𝑣̂0𝜌
, (14)

where 𝜌 is a scalar variable, 𝑣̂0 = 2𝑣min𝑣max
𝑣min+𝑣max

and 𝑣̂1 = 2𝑣min𝑣max
𝑣min−𝑣max

. Therefore, we have

1
𝑣2

=
1
𝑣̂0
+ 1
𝑣̂1
𝜌. (15)

The new premise variable 𝜌 is bounded as follows:

𝜌 ∈ [−1, 1], (16)

where 𝑣2 = 𝑣min for 𝜌 = −1 and 𝑣2 = 𝑣max for 𝜌 = 1. Therefore, 𝜌 can be used to describe the variation in 𝑣2
from 𝑣min to 𝑣max. In addition, the following equation can be obtained based on Taylor’s approximation:

1
𝑣2

2
' 1
𝑣̂2

0
(1 + 2

𝑣̂0

𝑣̂1
𝜌). (17)
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Figure 3. The whole algorithm framework.

Thenumber of subsystems in the T-S fuzzymodel Equation (10) is thus reduced from 4 to 2, which considerably
decreases the computational burden associated with the controller parameters in each sampling period within
the MPC framework, and facilitates real-time implementation of the model, as expected.

3. T-S FUZZY MODEL PREDICATIVE CONTROL DESIGN
In this section, we provide a detailed description of the design of an adaptive cruise controller with lateral
stability based on the T-S fuzzy MPC framework. Figure 3 shows the proposed adaptive cruise control sys-
tem divided into upper and lower layers. The upper layer calculates the required acceleration and direct yaw
moment for vehicle-following control subject to various constraints, and the lower layer calculates the vehicle
throttle opening or hydraulic cylinder pressure of the four wheels to generate control signals corresponding
to the results provided by the upper layer. Before proceeding further, some definitions and lemmas are first
stated.

3.1. Robust positively invariant set
Consider a discrete-time dynamical system

𝑥(𝑘 + 1) = 𝑓 (𝑥(𝑘), 𝑑 (𝑘)), (18)

where 𝑓 (0, 0) = 0, 𝑥(𝑘) ∈ R𝑛 is a state vector, and 𝑑 (𝑘) is a control input or external disturbance that belongs
to a compact set D ⊂ R𝑚 containing the origin. A robust positively invariant (RPI) set is defined below.

Definition 3.1: If 𝑥(𝑘) ∈ Ω (Ω ⊂ R𝑛), it holds that 𝑥(𝑘 + 1) ∈ Ω for all 𝑑 (𝑘) ∈ D; then, Ω is called an RPI set
for System [Equation (18)].

Lemma 3.1 [34]: The following two expressions are equivalent for System [Equation (18)] with 𝑑𝑇𝑑 ≤ 𝑐2, where
𝑐 is a positive constant:

• the ellipsoidal set Ω𝑝 ≜ {𝑥𝑇𝑃𝑥 ≤ 𝛾}, where 𝑃 > 0, is a robust positively invariant set;
• the inequality 𝑥(𝑘 + 1)𝑇𝑃𝑥(𝑘 + 1) ≤ 𝑥𝑇𝑃𝑥 holds if the external disturbance satisfies 1

𝑐2 𝑑
𝑇𝑑 ≤ 1

𝛾 𝑥
𝑇𝑃𝑥.

3.2.Input­to­state stability
We define input-to-state stability (ISS) for use in the following sections.

Definition 3.2: A discrete-time system 𝑥(𝑘 + 1) = 𝑓 (𝑥(𝑘), 𝑑 (𝑘)) is ISS if there exist a KL-function 𝛽 : R≥0 ×
Z+ → R≥0 and a K-function 𝜌 satisfying

| |𝑥(𝑘, 𝑥0, 𝑑 (𝑘)) | | ≤ 𝛽(| |𝑥0 | |, 𝑘) + 𝜌(sup𝑘≥0 | |𝑑 (𝑘) | |), (19)

where 𝑥0 is the initial state, 𝑑 (𝑘) is the input sequence, and 𝑘 is the sampling time instant.
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Definition 3.3: A function 𝑉 : R𝑛 → R≥0 is called an ISS-Lyapunov function for the system 𝑥(𝑘 + 1) =
𝑓 (𝑥(𝑘), 𝑑 (𝑘)) if there exist K∞-functions 𝛼1, 𝛼2, 𝛼3 and a K-function 𝜌 satisfying

𝛼1( | |𝑥(𝑘) | |) ≤ 𝑉 (𝑥(𝑘)) ≤ 𝛼2(| |𝑥(𝑘) | |),
𝑉 (𝑥(𝑘 + 1)) −𝑉 (𝑥(𝑘)) ≤ −𝛼3(| |𝑥(𝑘) | |) + 𝜌(sup𝑘≥0 | |𝑑 (𝑘) | |).

Lemma 3.2 [35]: A system is said to have ISS if it admits a continuous ISS-Lyapunov function.

3.3. T­S fuzzy model­based predictive control
We adopt the following model within the framework of predictive control to represent the future dynamics of
the T-S fuzzy system for vehicle-following considering lateral stability:

𝑥(𝑘 + 𝑖 + 1|𝑘) = 𝒜(𝜂)𝑥(𝑘 + 𝑖 |𝑘) +ℬ𝑢𝑢(𝑘 + 𝑖 |𝑘) +ℬ𝑑 (𝜂)𝑑 (𝑘 + 𝑖 |𝑘), (20)

where 𝑥(𝑘 + 𝑖 |𝑘), 𝑢(𝑘 + 𝑖 |𝑘) and 𝑑 (𝑘 + 𝑖 |𝑘) represent the predicted state, control input and external disturbances
at the (𝑘 + 𝑖)th time instant, respectively, and 𝑖 ∈ {1, 2, · · · }. The stage cost ℓ(𝑘 + 𝑖 |𝑘) can be represented as

ℓ(𝑘 + 𝑖 |𝑘) = 𝑥(𝑘 + 𝑖 |𝑘)𝑇𝑄𝑥(𝑘 + 𝑖 |𝑘) + 𝑢(𝑘 + 𝑖 |𝑘)𝑇𝑅𝑢(𝑘 + 𝑖 |𝑘) − 𝜏𝑑 (𝑘 + 𝑖 |𝑘)𝑇𝑑 (𝑘 + 𝑖 |𝑘) (21)

where 𝑄 and 𝑅 are the weighting matrices of the state variables of the system and control inputs, respectively.
𝜏 is the weight related to the external disturbance. We simplify this notation by using 𝑥(𝑘 + 𝑖), 𝑢(𝑘 + 𝑖) and
𝑑 (𝑘 + 𝑖) to denote 𝑥(𝑘 + 𝑖 |𝑘), 𝑢(𝑘 + 𝑖 |𝑘) and 𝑑 (𝑘 + 𝑖 |𝑘), respectively.

Consider the following objective function J𝑝

J𝑝 (𝑘) =
𝑝−1∑
𝑖=0

ℓ(𝑘 + 𝑖 |𝑘) +𝑉 (𝑥(𝑘 + 𝑝 |𝑘)), (22)

where ℓ(𝑘 +𝑖 |𝑘) is the stage cost at the predicated time instant, and the positive-definite function𝑉 (𝑥(𝑘 + 𝑝 |𝑘))
is called the terminal cost. This type of cost function was proposed in Ref. [36] to develop a novel synthesis
method with enhanced robustness.

As the cost function cannot be optimized in real time due to the unknown external disturbance, the upper
limit of the cost function is minimized here. We define the following fuzzy quadratic Lyapunov function:

𝑉 (𝑥(𝑘)) =
2∑
𝑖=1

𝜂𝑖 (𝜃)𝑥(𝑘)𝑇𝑃𝑖𝑥(𝑘) = 𝑥(𝑘)𝑇𝑃(𝜂)𝑥(𝑘) (23)

where 𝑃 𝑗 is a positive definite matrix. Let the Lyapunov function satisfy the following inequality constraint:

𝑉 (𝑥(𝑘 + 𝑖 + 1)) −𝑉 (𝑥(𝑘 + 𝑖)) ≤ [𝑥(𝑘 + 𝑖)𝑇𝑄𝑥(𝑘 + 𝑖) + 𝑢(𝑘 + 𝑖)𝑇𝑅𝑢(𝑘 + 𝑖) − 𝜏𝑑 (𝑘 + 𝑖)𝑇𝑑 (𝑘 + 𝑖)] . (24)

Add both sides of the inequality from 𝑖 = 0 to∞, then we get

J∞(𝑘) ≤ 𝑉 (𝑥(𝑘)) −𝑉 (𝑥(∞)),

which implies that we can infer the upper bound of the objective function J∞ from the positiveness property
of the function 𝑉 (𝑥(∞)). Assume a scalar 𝛾 exists that satisfies

𝑉 (𝑥(𝑘)) ≤ 𝛾. (25)

Defining 𝑋 𝑗 = 𝛾𝑃−1
𝑗 and applying the Schur complement operation yields the following sufficient condition

for Equation (24): [
1 𝑥(𝑘)𝑇

𝑥(𝑘) 𝑋 𝑗

]
≥ 0. (26)
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Then, the aforementioned optimization problem is converted into the minimization of the upper bound of the
infinite-horizon objective function:

min 𝛾
s.t. 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (25). (27)

A state feedback law 𝑢(𝑘) = 𝐹𝜂𝑥(𝑘) is applied to minimize the upper bound of the performance functions J𝑝
and 𝐹𝜂 =

∑𝑛
𝑗=1 𝜂𝑖 (𝜃)𝐹𝑗 , where 𝐹𝑗 = 𝑌 𝑗𝑋 𝑗 . Considering the inequality [Equation (24)] yields

𝑥(𝑘)𝑇
[ (
𝐴(𝜂) + Δ𝐴(𝜂) + 𝐵𝑢 (𝜂)𝐹𝜂

)𝑇
𝑃𝜂 ∗ −𝑃𝜂 +𝑄 + 𝐹𝑇𝜂 𝑅𝐹𝜂

]
𝑥(𝑘)

+𝑥(𝑘)𝑇
(
𝐴(𝜂) + Δ𝐴(𝜂) + 𝐵𝑢 (𝜂)𝐹𝜂

)𝑇
𝑃𝜂 (𝐵𝑑 (𝜂) + Δ𝐵𝑑 (𝜂)) ∗ 𝑑 (𝑘)

+𝑑 (𝑘)𝑇 (𝐵𝑑 (𝜂) + Δ𝐵𝑑 (𝜂))𝑇 𝑃𝜂
(
𝐴(𝜂) + Δ𝐴(𝜂) + 𝐵𝑢 (𝜂)𝐹𝜂

)
𝑥(𝑘)

+𝑑 (𝑘)𝑇
[
(𝐵𝑑 (𝜂) + Δ𝐵𝑑 (𝜂))𝑇 𝑃𝜂 ∗ −𝜏𝐼

]
𝑑 (𝑘) ≤ 0,

(28)

which is equivalent to [
𝑥(𝑘)
𝑑 (𝑘)

]𝑇 [
Π1 Π2
∗ Π3

] [
𝑥(𝑘)
𝑑 (𝑘)

]
≤ 0, (29)

Π1 =
[
𝐴(𝜂) + Δ𝐴(𝜂) + 𝐵𝑢 (𝜂)𝑌𝜂

]𝑇
𝑃𝜂 ∗ −𝑃𝜂 +𝑄 + 𝐹𝑇𝜂 𝑅𝐹𝜂

Π2 =
[
𝐴(𝜂) + Δ𝐴(𝜂) + 𝐵𝑢 (𝜂)𝐹𝜂

]𝑇
𝑃𝜂 [𝐵𝑑 (𝜂) + Δ𝐵𝑑 (𝜂)]

Π3 = [𝐵𝑑 (𝜂) + Δ𝐵𝑑 (𝜂)]𝑇 𝑃𝜂 ∗ −𝜏𝐼.

(30)

𝐼 is an identity matrix with appropriate dimensions. The inequality [Equation (28)] can be guaranteed as long
as [

Π1 Π2
∗ Π3

]
≤ 0 (31)

holds.

Here, we introduce a lemma for use in the following sections.

Lemma 3.3 [37]: For matrices Γ, 𝐻 and 𝐸 with appropriate dimensions and Γ𝑇 = Γ, the following inequality

Γ + 𝐻𝐹 (𝑘)𝐸 + 𝐸𝑇𝐹 (𝑘)𝐻𝑇 ≤ 0 (32)

holds for all 𝐹 (𝑘)𝑇𝐹 (𝑘) ≤ 1 if and only if there is a positive scalar 𝜖 such that

Γ + 𝜖𝐸𝑇𝐸 + 1
𝜖
𝐻𝐻𝑇 ≤ 0. (33)

By Lemma 3.3, the following sufficient condition can be derived to guarantee the inequality [Equation (31)]:

−𝑋𝑖 0
(
𝐴 𝑗𝑋 𝑗 + 𝐵𝑢 𝑗𝑌 𝑗

)𝑇 (𝑄𝑋 𝑗 )𝑇 (𝑅𝑌 𝑗 )𝑇 (𝐸 𝑗1𝑋 𝑗 )𝑇 0
∗ −𝜁 𝐼 𝛾𝐵𝑇𝑑𝑗 0 0 0 (𝛾𝐸 𝑗2)𝑇
∗ ∗ 𝜖 𝑗 (𝐻 𝑗1𝐻

𝑇
𝑗1 + 𝐻 𝑗2𝐻

𝑇
𝑗2) − 𝑋 𝑗 0 0 0 0

∗ ∗ ∗ −𝛾𝑄 0 0 0
∗ ∗ ∗ ∗ −𝛾𝑅 0 0
∗ ∗ ∗ ∗ ∗ −𝜖 𝑗 𝐼 0
∗ ∗ ∗ ∗ ∗ ∗ −𝜖 𝑗 𝐼


≤ 0, 𝑗 = 1, 2, (34)

where 𝜁 = 𝛾𝜏.
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We also need to consider the control input constraints to ensure driving comfort:

|𝑢𝑖 (𝑘) | ≤ 𝑢𝑖,max, 𝑖 = 1, 2 (35)

According to inequality [Equation (26)], we have:

𝑥(𝑘)𝑇𝑋−1
𝑗 𝑥(𝑘) ≤ 1. (36)

Therefore, we have:

max ‖𝑢(𝑘)‖2 = max ‖ (𝐹 (𝜂)𝑥(𝑘)) ‖2

= max ‖(𝑌 (𝜂)𝑋 (𝜂)−1𝑥(𝑘))‖2

= max ‖(𝑌 (𝜂)𝑋 (𝜂)− 1
2 𝑋 (𝜂)− 1

2 𝑥(𝑘))‖2

≤ ‖(𝑌 (𝜂)𝑋 (𝜂)− 1
2 )‖2‖𝑋 (𝜂)− 1

2 𝑥(𝑘) |2

= (𝑌 (𝜂)𝑋 (𝜂)−1𝑌 (𝜂)) [𝑥(𝑘)𝑇𝑋 (𝜂)−1𝑥(𝑘)]
≤ 𝑌 (𝜂)𝑋 (𝜂)−1𝑌 (𝜂).

(37)

Considering the Schur complement, the input constraint can be guaranteed by the following LMI if there exists
a symmetric matrix𝑈 [38] [

𝑈 𝑌 𝑗
∗ 𝑋 𝑗

]
≥ 0, (38)

where𝑈𝑖𝑖 ≤ 𝑢2
𝑖,max.

To deal with the external disturbance, the concept of RPI is introduced to ensure the closed-loop stability of
car-following system. According to the concept of RPI and quadratic boundedness as shown in Lemma 3.1,
Ω𝑘 is an RPI set if

𝑥(𝑘 + 1|𝑘)𝑇𝑃𝑖𝑥(𝑘 + 1|𝑘) ≤ 𝑥(𝑘 |𝑘)𝑇 P 𝑗 𝑥(𝑘 |𝑘)

holds under
𝑑 (𝑘)𝑇𝑑 (𝑘)

𝜙2 ≤ 𝑥(𝑘)𝑇𝑄−1
𝑗 𝑥(𝑘),

where 𝑑 (𝑘)𝑇𝑑 (𝑘) ≤ 𝜙2.

The S-procedure is used to obtain a sufficient condition as follows:

𝑥(𝑘 + 1)𝑇𝑋−1
𝑖 𝑥(𝑘 + 1) − 𝑥(𝑘)𝑇𝑋−1

𝑗 𝑥(𝑘) − 𝜆
[
𝑑 (𝑘)𝑇 𝑑 (𝑘)

𝜙2 − 𝑥(𝑘)𝑇𝑋−1
𝑗 𝑥(𝑘)

]
≤ 0, (39)

where 𝜆 is a positive scalar belonging to (0, 1).

By Lemma 3.3, the above mentioned inequality can be guaranteed by the following matrix: inequality:

(−1 + 𝜆)𝑋𝑖 0
(
𝐴 𝑗𝑋 𝑗 + 𝐵𝑢 𝑗𝑌 𝑗

)𝑇 (
𝐸 𝑗1𝑋

)𝑇 0
∗ − 𝜆

𝜙2 𝐼
(
𝐵𝑑𝑗

)𝑇 0
(
𝐸 𝑗2

)𝑇
∗ ∗ 𝜖 𝑗

(
𝐻 𝑗1𝐻

𝑇
𝑗1 + 𝐻 𝑗2𝐻

𝑇
𝑗2

)
− 𝑋 𝑗 0 0

∗ ∗ ∗ −𝜖 𝑗 𝐼 0
∗ ∗ ∗ ∗ −𝜖 𝑗 𝐼


≤ 0, 𝑗 = 1, 2. (40)
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Therefore, the controller design can be summarized as the following:

min
𝑋 𝑗>0,𝜖 𝑗>0,𝑌 𝑗

𝜁

s. t. (26), (34), (38), (40), and 0 < 𝜆 < 1.
(41)

The T-S fuzzy state feedback controller is derived by solving the optimization problem in Equation (40) under
parameter uncertainties and external persistent perturbations. The inequality Equation (34) ensures that the
cost function J∞(𝑘) is upper-bounded by the Lyapunov function 𝑉 (𝑥(𝑘)), the inequality Equation (38) guar-
antees that the input constraints are satisfied, and the inequality Equation (40) leads to 𝑥(𝑘) ∈ Ω𝑘 , where Ω𝑘

is an RPI set.

Remark 3.1: Note that 𝜁 isminimized instead of 𝛾 in the abovementioned optimization problem. This approach
is used because both 𝛾 and 𝜏 need to be minimized, and a smaller 𝜏 implies a higher system performance. We
adopt the approach given in Ref. [23] to simultaneously optimize 𝛾 and 𝜏 by defining 𝜁 = 𝛾𝜏 in Equation (34).
The introduction of the variable 𝜆 makes the constraint Equation (40) a bilinear matrix inequality, which can
be handled with existing solvers, e.g., PENBMI. The computational load is reduced further by predefining a
suboptimal value of 𝜆 by trial and error.

Theorem3.1: Theoptimization problemEquation (40) has the property of recursive feasibility, that is, a solution
will always exist once the problem is initially solvable.

Proof: Implementation of the predictive control strategy based on the T-S fuzzymodel requires the constrained
optimization problem Equation (40) to be solved at each time instant. Therefore, it is important to guarantee
the recursive feasibility of the optimization problem. As an external disturbance is considered, the recursive
feasibility is no longer a natural characteristic of the proposed controller. In this study, only the constraint
Equation (26) depends on the time instant 𝑘 , which involves 𝑥(𝑘). Therefore, we only need to ensure the
feasibility of the constraint Equation (26).

Note that the inequality Equation (26) is equal to 𝑥(𝑘) ∈ Ω𝑘 . The inequality Equation (40) ensures that the
set Ω𝑘 is an RPI set, which implies that the inequality Equation (26) is still feasible at the (𝑘 + 1) time instant.
That is, 𝑥(𝑘 + 1) ∈ Ω𝑘+1 ∈ Ω𝑘 is still satisfied. Hence, recursive feasibility is guaranteed. Thus, the proof is
completed. □

Theorem 3.2: The closed-loop system in this paper has ISS based on the proposed MPC strategy under an
external disturbance.

Proof: It has been proven that the optimization problem Equation (41), once solvable, will always be solvable.

Define the optimal solution at time instant 𝑘 as {𝛾∗, 𝑋∗𝑗 , 𝜖∗1 𝑗 , 𝜖∗2 𝑗 , 𝑌 ∗𝑗 , 𝜁∗}, and𝑉∗(𝑥(𝑘)) =
∑2
𝑖=1 𝜂𝑖 (𝜃)𝑥𝑇 (𝑘)𝑃∗𝑖 𝑥(𝑘),

where 𝑃∗ = 𝛾∗𝑋∗𝑗
−1. We need to prove that the 𝑉∗(𝑥(𝑘)) is an ISS-Lyapunov function. Define 𝜆̄ as the upper

bound of eigenvalue of 𝑃∗𝜂, and 𝜆 as the lower bound of the eigenvalue of 𝑃∗𝜂. We can obtain:

𝜆‖𝑥(𝑘)‖2 ≤ 𝑉∗(𝑥(𝑘)) ≤ 𝜆̄‖𝑥(𝑘)‖2. (42)

Furthermore, from inequality Equation (24), we can derive the following inequality:

𝑉∗(𝑥(𝑘 + 1)) −𝑉∗(𝑥(𝑘)) ≤ −𝑥(𝑘)𝑇𝑄𝑥(𝑘) − 𝑥(𝑘)𝑇𝐹∗𝑇𝑅𝐹∗𝑥(𝑘) + 𝜏𝑑 (𝑘)𝑇𝑑 (𝑘), (43)

where 𝐹∗ =
∑2
𝑗=1 𝜂𝑖 (𝜃)𝑌 𝑗𝑋−1

𝑗 . Therefore, we get

𝑉∗(𝑥(𝑘 + 1)) −𝑉∗(𝑥(𝑘)) ≤ −𝑥(𝑘)𝑇𝑄𝑥(𝑘) + 𝜏𝑑 (𝑘)𝑇𝑑 (𝑘). (44)
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Figure 4. Engine model.

From the inequalities Equation (42), Equation (44) and Lemma 3.2, we can conclude that 𝑉 (𝑥(𝑘)) is an ISS-
Lyapunov function, and the closed-loop system is ISS. Thus the proof is completed. □

4. LOWER LAYER
According to the vehicle longitudinal motions in the car-following scenario, the lower layer is divided into two
blocks for calculating the acceleration throttle opening and the brake pressure, which are designed to realize
the desired longitudinal acceleration or deceleration and direct yaw moment. To this end, a logic switch in the
lower layer is utilized to implement an accelerating or braking manoeuvre based on the desired longitudinal
acceleration 𝑎𝑑𝑒𝑠 and the direct yaw moment 𝑀𝑑𝑒𝑠 calculated by the T-S fuzzy controller in the upper layer.
The vehicle throttle opening or brake pressure on all four wheels can then be obtained.

4.1. Accelerating control
Figure 4 shows the engine speed versus the torque at different throttle openings, which are shown at the bottom.
If the engine speed 𝑤𝑒 and the desired torque 𝑇e,des are known, the corresponding expected throttle opening
𝜎des is obtained based on this look-up table:

𝜎des = 𝑓
(
𝑇e,des, 𝑤𝑒

)
. (45)

The vehicle longitudinal dynamics are produced by the combined effect of vehicle traction, wind resistance, and
ground resistance. Therefore, the vehicle state depends strongly on the road smoothness and the magnitude
of the wind resistance coefficient during cruising. The equivalent air friction during longitudinal driving is

𝐹 𝑓 =
1
2
𝜌𝑎𝐶𝑑𝐴𝐹

(
𝑟eff𝑅𝑝𝑤𝑒

)2
, (46)

where 𝜌𝑎 is the air mass density, 𝐶𝑑 is the coefficient of air friction, 𝐴𝐹 is the windward area of the ego vehicle,
𝑅𝑝 is the ratio between the wheel speed 𝑤𝑤 and engine speed 𝑤𝑒 , and 𝑟eff is the effective tire radius.

During vehicle acceleration, the engine torque 𝑇e,des is related to the expected acceleration 𝑎des is [39] as

𝑇e,des =
𝐽𝑒

𝑅𝑝𝑟eff
𝑎𝑑𝑒𝑠 +

[
𝑐𝑎𝑅

3
𝑝𝑟

3
eff𝑤

2
𝑒 + 𝑅𝑝 (𝑟eff𝑅𝑥)

]
, (47)

where 𝐽𝑒 = 𝐼𝑒 + 𝐼𝑡 + (𝑚𝑟2
eff + 𝐼𝑤)𝑅

2
𝑝 is the effective moment of inertia for the engine side, 𝐼𝑒 is the moment of

inertia of the engine, and 𝑅𝑥 is the sum of all the rolling resistances related to the rolling damping coefficient
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Figure 5. Structure of the car-following systems in Carsim/Simulink joint simulation environment.

𝑓 . As 𝑓 ∈ (0.01, 0.04), 𝑅𝑥 is sufficiently small to be neglected in this study. The following exist:

𝑚 � 𝐼𝑒

𝑟2
eff
, 𝑚 � 𝐼𝑡

𝑟2
eff
, 𝑚 � 𝐼𝑤

𝑟2
eff
. (48)

Then, 𝐽𝑒 can be rewritten as 𝐽𝑒 = 𝑚𝑟2
eff𝑅

2
𝑝 . Therefore, Equation (47) can be rewritten as follows:

𝑇e,des = 𝑅𝑝𝑟eff(𝑚𝑎𝑑𝑒𝑠 + 𝐹 𝑓 ). (49)

Thus, the corresponding expected throttle opening 𝜎des can be obtained from the inverse dynamic relation.

4.2. Braking control
During vehicle braking, the desired acceleration 𝑎𝑑𝑒𝑠 and the yaw moment 𝑀𝑑𝑒𝑠 given by the upper controller
can be used to determine the longitudinal tire force from the following equation [40]:

−𝑚𝑎𝑑𝑒𝑠 = 𝐹 𝑓 𝑙 + 𝐹 𝑓 𝑟 + 𝐹𝑟𝑙 + 𝐹𝑟𝑟
𝑀𝑑𝑒𝑠 =

(
𝐹 𝑓 𝑟 + 𝐹𝑟𝑟 − 𝐹 𝑓 𝑙 − 𝐹𝑟𝑟

)
𝑏

𝐹𝑟𝑙 =
𝑙 𝑓 𝑔+𝑎2ℎ

𝑙𝑟 𝑔−𝑎2ℎ
𝐹 𝑓 𝑙

𝐹𝑟𝑟 =
𝑙 𝑓 𝑔+𝑎2ℎ

𝑙𝑟 𝑔−𝑎2ℎ
𝐹 𝑓 𝑟

, (50)

where 𝑏 is the distance between the right and left wheels and ℎ is the height of the centre of mass of the vehicle.

Equation (50) can be solved for the longitudinal force on the four wheels. Then, we can calculate the hydraulic
pressure wheel cylinder from the following equation:

𝑃𝐵,𝑖 𝑗 =
𝑟𝑤
𝐾𝐵

𝐹𝑖 𝑗 , (51)

where 𝑟𝑤 denotes the efficient wheel radius and 𝐾𝐵 represents the pressure constant of a single wheel.

5. SIMULATION VALIDATIONS
CarSim/Simulink joint simulations are conducted to verify the effectiveness of the proposed predictive control
based on the T-S fuzzy model. The structure of the car-following system is shown inFigure 5. The proposed
controller is derived by solving the optimization problem in Equation (41) with the YALMIP toolbox intro-
duced in [41] within the MATLAB/Simulink environment, where the vehicle model and road conditions are
provided by the CarSim platform. We simulate a severe riding condition by considering a road with snow
cover on the left-hand side of the vehicle. The test scenario is shown in Figure 6.
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Figure 6. The scenario setting in Carsim platform.

Table 1. Parameters in the simulation model

Parameters Values

𝑚(kg) 1110
𝐼𝑧 (kg/m2) 1343.1
𝜏0 (s) 0.25
𝑏 (mm) 1480
ℎ (mm) 350
𝑟𝑒 𝑓 𝑓 (mm) 298
𝑡0 (s) 2
𝐶𝛼 𝑓 (N/rad) 66900
𝐶𝛼 𝑓 (N/rad) 62700

The B-Class Hatchback car is selected as the ego vehicle to be controlled, and its physical parameters are
given in Table 1. We illustrate the advantages of the methods developed in this study by comparison against a
conventional controller design without vehicle lateral stabilization.

The preceding vehicle is set to be 60m ahead of the ego vehicle at the start of the simulation. We compare the
simulation results for two different speed profiles: (1) a ramp speed profile and (2) a 𝑐𝑜𝑠𝑖𝑛𝑒 speed profile.

5.1. Case I: ramp speed profile
The initial condition in this case is a zero relative velocity between vehicles: we assume 𝑣1 = 𝑣2 = 25 m/s and
a desired distance between vehicles at standstill 𝑑0 = 10m. Considering the nonlinearity of the lateral forces
between the tires and the road surface, the cornering stiffness for the front and rear tires is set to (66900 ±
10000)N/rad and (62700 ± 10000)N/rad, respectively. The upper bound on the control input for the vehicle
acceleration is set to 2m2/s. Substituting the corresponding parameters into the systemmodel Equations 8-17
easily yields the system matrices. According to Remark 3.1, 𝜆 is selected as 0.01 in this study.

The optimization problem given by Equation (41) is solved recursively to yield the closed-loop system re-
sponses in the CarSim/Simulink joint simulation environment, which are shown in Figure 7. In Figure 7A,
the blue and red curves represent the speeds of the preceding and ego vehicles, respectively. Figure 7B and
Figure 7C show the errors in the longitudinal velocity and between the desired and actual longitudinal dis-
tances, respectively, where the maximum velocity error is 5.9 m/s at 4.5 s and the maximum distance error is
3.8 m at 19.7 s. Figure 7 shows that although the preceding vehicle velocities vary in the range [10, 25]m/s,
the predictive controller based on the T-S fuzzy model guarantees the velocity and the desired safe following
distance for the ego vehicle under the considered extreme road conditions.

To further demonstrate the advantages of the proposed car-following controller design, Figure 8 shows the
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Figure 7. (A) Velocity of the preceding and ego vehicle; (B) Relative velocity; (C) Relative distance.

responses of sideslip angles and yaw rate (which reflect the lateral stability of the vehicle) obtained using the
conventional controller (without consideration of the lateral stability) and the controller developed in this
study. Figure 8 shows that compared to the results obtained using the conventional controller, the sideslip an-
gle and yaw rate obtained using the proposed controller are smaller in magnitude, indicating improved vehicle
stability.

5.2. Case II: 𝑐𝑜𝑠𝑖𝑛𝑒 speed profile
In this case, the initial velocities of the preceding and ego vehicles and the relative distance are set to 25 m/s
and 50 m, respectively. Figure 9A shows the 𝑐𝑜𝑠𝑖𝑛𝑒-function speed profile of the preceding vehicle and the
simulation results as a blue dash-dotted curve. In Figure 9A, the red curve represents the closed-loop response
for the speed of the ego vehicle. Figure 9B and Figure 9C show the errors in the longitudinal velocity and
between the desired and actual distances, respectively. Figure 9D shows the acceleration of the ego vehicle,
which satisfies the input constraint given by |𝑎𝑑𝑒𝑠 | ≤ 2m2/s.

It can be concluded from Figure 9 that the proposed method completes the car-following task with satisfactory
performance for a time-varying velocity. Figure 10 shows the dynamics of the sideslip angle, yaw rate, and ve-
hicle lateral offset. Figure 10C clearly shows that the lateral offset increases when the car-following manoeuvre
is conducted under the conventional MPC without lateral stabilization. These three aspects of the results show
that the proposed car-following controller outperforms the conventional controller in terms of guaranteeing
both satisfactory tracking performance and lateral stability of the vehicle in emergency scenarios.

6. CONCLUSION
In this paper, a T-S fuzzy model-based predictive adaptive cruise controller is designed while ensuring vehicle
lateral stability by integrating the ACC system with a direct yaw moment control system. To consider varia-

AA

http://dx.doi.org/10.20517/ir.2022.26
a
图章

a
图章

a
图章

a
图章



Zhang et al. Intell Robot 2022;2(4):371­90 I http://dx.doi.org/10.20517/ir.2022.26 Page 387

Figure 8. (A) Vehicle sideslip angle of the ego vehicle in Case I. (B) Vehicle yaw rate of the ego vehicle in Case I.

Figure 9. (A) Velocity of preceding and ego vehicle; (B)Relative velocity; (C) Relative distance; (D)Ego vehicle acceleration.

tions in the preceding vehicle velocity and road surface conditions, the adaptive cruise control is formulated
as a tracking control problem of a T-S fuzzy system subject to parameter uncertainties and external persis-
tent perturbations. Then, a robust positively invariant set is introduced to develop an admissible T-S fuzzy
controller by solving a min-max optimization problem under a series of linear matrix inequality constraints.
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Figure 10. (A) Sideslip angle in Case II; (B) Yaw rate in Case II; (C) Vehicle lateral offset in Case II.

CarSim/Simulink joint simulation results verify that the developed method exhibits good performance for
vehicle tracking and ensures vehicle lateral stability.
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Abstract
As a common appearance defect of concrete bridges, cracks are important indices for bridge structure health 
assessment. Although there has been much research on crack identification, research on the evolution mechanism 
of bridge cracks is still far from practical applications. In this paper, the state-of-the-art research on intelligent 
theories and methodologies for intelligent feature extraction, data fusion and crack detection based on data-driven 
approaches is comprehensively reviewed. The research is discussed from three aspects: the feature extraction level 
of the multimodal parameters of bridge cracks, the description level and the diagnosis level of the bridge crack 
damage states. We focus on previous research concerning the quantitative characterization problems of 
multimodal parameters of bridge cracks and their implementation in crack identification, while highlighting some of 
their major drawbacks. In addition, the current challenges and potential future research directions are discussed.

Keywords: Intelligent detection, crack detection, deep learning, data fusion, feature extraction

1. INTRODUCTION
As a pivotal project for economic development and residents’ lives and travel, bridges have an irreplaceable 
role in modern transportation. Bridge structures inevitably incur defects such as pores and cracks when they 
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are affected by overload, temperature change, reinforcement corrosion, construction defects and other 
factors[1]. If cracks cannot be detected and maintained in a timely manner, traffic safety will gradually be 
affected, with the potential for bridge collapse and related accidents. Once bridge collapse occurs, it will 
reduce its structural bearing capacity, which will affect the reliability and safety of the structure, causing 
immense social repercussions[2-4].

In engineering practice, the health monitoring of bridge cracks has attracted the attention of relevant 
national departments and research institutions[5,6], corresponding norms and standards have been issued, 
and the monitoring methods and monitoring parameters for bridge deformation and cracks have been 
clearly specified.

In recent years, there have been many significant developments in research on the detection of concrete 
bridge cracks[7-15]. It has been shown that the applications of machine learning in bridge cracks have 
achieved good results[16-18]. Some studies utilize convolutional neural networks (CNNs) to detect and 
segment cracks in civil infrastructure with multiple objects[19-23]. It is significant to carry out data-driven 
research on feature extraction, data fusion and intelligent detection of concrete bridge cracks, which could 
provide not only a scientific basis for intelligent maintenance of bridges but also data support and a 
theoretical basis for bridge defect detection, which could have an important role in improving social and 
economic benefits.

After more than 20 years of scientific research and practice, health monitoring systems have been installed 
on at least 300 bridges in China. The health monitoring system of a long-span bridge is composed of at least 
dozens or even hundreds of sensor measuring points. Therefore, numerous monitoring data have been 
accumulated.

As crack evolution is a gradual and multiscale dynamic process, research is challenging to some extent. 
There are some common technical difficulties, which will be described from the following three levels:

(1) Feature extraction of multimodal parameters
The characterization information related to bridge cracks includes bridge crack shape information, 
structural mechanics index information, and crack environment information. Bridge crack shape 
information comprises the multimodal parameters of bridge cracks, such as the length, width and depth of 
cracks. Structural mechanics index information consists of the dynamic and static elastic modulus, 
compressive strength, and stress distribution. Crack environment information includes the load, 
temperature, humidity, and foundation settlement.

From the level of feature extraction for multimodal parameters of bridge cracks, the characterization 
information of bridge cracks has multiscale and diversity, which makes it difficult to extract multimodal 
parameter characteristics. The bridge service environment is complex and changeable, and the crack 
formation mechanism of concrete bridges varies, which generates multiscale and diverse characterization 
information. The large amount of information hinders feature extraction.

Due to the influence of background interference information, equipment accuracy, data acquisition mode, 
signal propagation path and propagation medium, there is considerable redundancy in the data, resulting in 
a weak effective signal in the monitored multimodal data and difficulty in extracting its sensitive features.
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(2) Multisource heterogeneous data fusion representation of bridge cracks
Different kinds of data, such as the length of a bridge crack, the load, and the environmental humidity, 
belong to multisource heterogeneous data.

From the level of description for the bridge crack damage state, it is difficult to describe the damage 
evolution state of bridge cracks due to the large amount of multisource heterogeneous data. When bridge 
cracks are initially generated, the impact on the bridge is small, and the state change of each indicator is not 
obvious under the same conditions.

Due to the large variety, quantity, variation in sampling methods and many random interference factors of 
the sensors, the quality of the acquired data is reduced, and the monitoring data are uncertain and low-
density, which makes it difficult for the collected data to accurately and pertinently reflect the evolution of 
the bridge crack.

(3) Intelligent detection methods of bridge cracks
From the level of diagnosis for the bridge crack damage state, the characterization information of bridge 
cracks is mixed and weak, so it is difficult to scientifically diagnose them. Due to the diversity of monitoring 
equipment, the diversity of monitoring methods and the variability of monitoring locations, the monitoring 
data show the characteristics of multimodal, strong correlation and high dimension, which makes the crack 
information extremely complex, highly mixed and weak separability. It is difficult to analyze the monitoring 
data and to scientifically describe and diagnose the cracks of concrete bridges. Additionally, the 
deterioration trend of cracks cannot be scientifically predicted.

By analyzing the feature extraction method of crack multimodal data, the problem of difficult multimodal 
parameter feature extraction due to the multiscale and diversity of characterization information can be 
solved. By investigating the multisource heterogeneous data fusion representation of cracks, the difficulty in 
describing the damage evolution state due to the large amount of multisource heterogeneous data can be 
addressed. By examining the intelligent prediction model of crack deterioration trends, the problem of 
difficult scientific diagnosis due to the overlapping and weak separability of bridge crack characterization 
information can be solved.

The remainder of the article is organized as follows: Section 2 describes the common difficulties in research 
on feature extraction, data fusion and the detection of concrete bridge cracks. The global research status 
from three aspects is elaborated and analyzed in Section 3. Section 4 summarizes the principal concluding 
remarks of the current research with a statement about its strengths and limitations. Figure 1 shows the 
research framework.

2. RESEARCH STATUS
Research on concrete bridges mainly includes three key aspects: feature extraction of multimodal data, 
fusion representation of multisource heterogeneous data, and intelligent detection models of bridge cracks. 
The review of the global research status and development trends mainly focuses on these three aspects.

2.1. Research status of multimodal data feature extraction of bridge cracks
Although some nondestructive methods, including the ultrasonic pulse[24,25] and elastic wave[26-28], have 
achieved good results for bridge crack detection, feature extraction from the multimodal data of bridge 
cracks remains challenging.
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Figure 1. Research framework.

The use of intelligent information processing methods to remove background noise, capture multiscale and 
diverse representation information, and extract its related sensitive features is the basis for detecting 
concrete bridge cracks.

In the aspect of feature extraction for concrete bridge cracks, the traditional classical methods include 
principal component analysis (PCA), sparse decomposition, wavelet transform (WT), and adaptive neural 
fuzzy inference system (ANFIS).

PCA obtains different principal components via the matrix transformation of signals, arranges the sizes of 
the principal components according to the variance, and compares the contribution rate of each component 
with the threshold value, thus realizing effective feature extraction[29,30]. In the research on concrete structure 
crack recognition based on multiple image features, Yu et al. collected 1200 bridge crack images and 
employed integral projection and PCA to extract effective features sensitive to the crack for crack edge 
detection[31]. Mei et al. collected acceleration data from all the vehicles within a certain period and extracted 
the transformed features that are related to bridge damage with Mel-frequency cepstral coefficients and 
PCA to identify the damage by comparing the distributions of these transformed features[32]. PCA is a widely 
utilized method to remove noise and extract effective features, but it cannot accurately analyze the real 
subspace structure of data.
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Sparse decomposition[33] is different from the traditional feature extraction method. Sparse decomposition 
decomposes noisy signals on redundant dictionaries to achieve feature extraction. In the research of bridge 
crack identification, Li et al. adopted a self-learning algorithm to extract scale invariant features from 27,471 
unlabeled bridge pavement crack images, adopted an improved sparse coding representation to obtain a 
feature dictionary, adopted a spatial pyramid pooling method for feature extraction, and then employed a 
linear support vector machine (SVM) classifier for crack identification[34]. Wang et al. collected hundreds of 
concrete crack images and proposed a fast detection method for concrete cracks based on L2 sparse 
representation[35]. To suppress the noise disturbances, discrete cosine transformation is applied to extract the 
frequency-domain characteristics of the crack and non-crack image regions. The established complete 
dictionary was used to quickly calculate its sparse coefficient and effectively select candidate cracks via a 
pooling operation. Sparse decomposition can be succinctly expressed as a linear combination of several 
bases, more comprehensively and carefully characterize some features covered by a signal and more 
effectively separate the signal and noise. However, sparse decomposition involves a vast amount of 
computation and computational complexity.

The WT is mainly based on the different distributions in the frequency domain of the noise and signals and 
decomposes a noisy signal into multiple scales. Then, the wavelet coefficients belonging to the noise are 
removed at each scale, while the wavelet coefficients belonging to the signal are retained and enhanced. 
After wavelet denoising, the signal is reconstructed to achieve effective feature extraction[36]. Nguyen et al. 
measured displacement signals with four separate measurement channels through a sensor system, where 
the displacement signals were simultaneously transmitted at a sampling speed of 100 samples per second[37]. 
Then, the WT method was applied to the original deflection signals to decompose the signals into elements 
and to eliminate interference signals, which extracts the features of multiple cracks under the action of 
moving loads and improves the sensitivity and accuracy in the identification process. In the study of the 
finite element model of a simply supported beam with a transverse crack, Nigam et al. employed the WT, 
which uses the deflected edge as input for identifying the crack location in the beam, and obtained a good 
detection effect[38]. Because WT retains most of the wavelet coefficients of the signal, the image details can be 
well preserved after noise reduction. As the abrupt part of the signal will not be damaged during noise 
reduction, it has a good denoising effect. However, since different signals are applicable to different wavelet 
bases, it is difficult to identify the optimal wavelet base.

The ANFIS[39,40] organically combines fuzzy logic inference and neural networks and performs self-adaptive 
learning on fuzzy experience and knowledge while applying reasoning similar to the human brain to 
eliminate noise and interference and to extract feature information[41,42]. Bilir et al. applied the results of free 
shrinkage tests conducted to determine the length changes and ring tests performed to determine the 
restrained drying shrinkage cracks for predicting the crack widths of granulated blast furnace slag fine 
aggregate mortars with ANFIS on 456 data and used the replacement ratios, drying time and free shrinkage 
length changes as inputs and crack width as output to predict the shrinkage cracking of the mortar types[43]. 
The ANFIS uses the neural network self-learning ability and fuzzy logic reasoning ability to extract fuzzy 
rules from the dataset and calculates the optimal parameters of the membership function to adaptively mine 
the sensitive features in the data.

With the rapid development and wide application of artificial intelligence and deep learning, an increasing 
number of deep learning methods have been applied to concrete bridge crack detection, especially in crack 
feature extraction[44,45]. In research on the automatic classification of concrete structure crack damage based 
on cascade generalized neural networks, Guo et al. employed 10,000 cracked and uncracked images from 
wall images and pavement images with a splitting ratio for datasets of 8:2 and proposed a cascade broad 
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neural network for concrete structural crack damage classification, where the multilevel cascade classifier
was utilized to extract the characteristics of concrete cracks and achieved an accuracy of 97.9%[15]. Zheng et
al. adopted a model based on a CNN to amplify and extract the features for 5000 concrete crack images and
analyzed the morphological and geometric indices of cracks through the training of building surface data
such as roads, bridges, houses and dams, while achieving the highest crack detection accuracy of 98% and
the average detection accuracy of 87%[46]. Xu et al. proposed an end-to-end crack detection model based on
a CNN for 2068 bridge crack images using only images and image labels as input and extracted multiscale
crack feature information by using cavity convolution and pooling methods, thus reducing the
computational complexity and achieving a high recognition rate (96.37%)[47]. Teng et al. applied 11 well-
known CNN models as the feature extractor of YOLOv2 for crack detection with 990 RGB bridge crack
images, providing a basis for rapid and accurate crack detection of concrete structures, and achieved a high
precision of 0.89 and a fast computing speed[48].

The self-attention mechanism is a model in deep learning that has been widely applied in natural language
processing tasks in recent years. The idea of attention is to filter out a small amount of important
information from a large amount of information and focus on this important information, disregarding
most of the unimportant information. The larger the weight, the more focused the corresponding feature,
where the weight represents the importance of the feature. The self-attention mechanism reduces the
dependence on external information and is better at capturing the internal correlations of data or features.

A schematic diagram of the self-attention mechanism is shown in Figure 2. In the figure, three multimodal
features, such as the depth of the crack, the load, and the environmental humidity, are used as input, and
the output is their correlation information. The feature vectors of a1, a2 and a3, which have certain
meanings, are obtained from the preprocessing of the three multimodal features. They are respectively
multiplied by three weight vectors (wq, wk, and wv) to obtain three corresponding vectors (qi, ki, vi, and i
denotes the number of features). The following process can be divided into three steps. Firstly, the similarity
calculation of qi and ki is performed to obtain the weight of feature. The calculation formula is as follows

where αi,j denotes the weight. Then the softmax function is used to normalize the weight of each feature. The
normalized weight can be calculated by

where      denotes the normalized weight. Finally, a weighted sum operation is performed on the normalized
weights and each corresponding vector (vi) to obtain their corresponding outputs. The calculation method is
as follows

(1)

(2)

(3)
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Figure 2. Schematic of the self-attention mechanism.

where bi contains the relevant information among the three input features. Through this way, the self-
attention mechanism effectively assigns weight coefficients via the degree of similarity relationship between
two feature vectors and quickly extracts relevant information among multimodal parameters.

Pan et al. built a spatial-channel hierarchical network with a base net visual geometry Group 19 (VGG19) to
automatically detect bridge cracks at the pixel level and applied the self-attention mechanism not only for
mining the semantic dependence features of the spatial and channel dimensions but also for adaptively
integrating local features into their global dependence features[49]. The segmentation performance of the
proposed approach was validated with public datasets containing 11,000 cracked and uncracked images and
achieved excellent evaluation results in terms of the mean intersection over union (85.31%). Zhao et al.
proposed a modified U-net for minute crack segmentation of 200 raw images in real-world, steel-box-girder
bridges and applied a self-attention module with softmax and gate operations to obtain the attention vector,
which enables the neuron to focus on the most significant receptive fields when processing large-scale
feature maps[50]. The self-adaptation module, which consists of a multiplayer perceptron subnet, was selected
for deeper feature extraction inside a single neuron. The self-attention mechanism mimics the internal
process of biological observation behavior and can quickly extract important features of data, which is
especially good at capturing the internal correlation of data or features.

For feature extraction from bridge crack multimodal data, the traditional feature extraction method of
representative information has certain limitations, but the self-attention mechanism can reasonably allocate
weights among the time domain, spatial domain and channel domain to extract the most relevant features
of the target. The methods of feature extraction utilized in the above studies are summarized in Table 1.

2.2. Research status of the multisource heterogeneous data fusion representation of bridge cracks
The multisource heterogeneous parameters, such as the operating environment, load and structural
mechanical state indices of bridge cracks, have a strong correlation and low density, and it is difficult to
accurately and comprehensively reflect the evolution state of cracks. By analyzing and synthesizing the
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Table 1. Summarized approaches of feature extraction on bridge cracks

Research Method/approach Advantages Drawbacks

Yu et al.[31]

Mei et al.[32]
PCA Ability to remove noise and extract 

effective features
Unable to analyze the real subspace 
structure of data

Li et al.[34]

Wang et al.[35]
Sparse decomposition Ability to separate the signal and noise Mass computation and computational 

complexity

Nguyen et al.[37]

Nigam et al.[38]
Wavelet transform Good denoising effect Unable to identify the optimal wavelet 

base

Bilir et al.[43] Adaptive neural fuzzy inference 
system

Self-learning ability and fuzzy logic 
reasoning ability

Guo et al.[15]

Zheng et al.[46]

Xu et al.[47]

Teng et al.[48]

 

Deep learning Strong expression ability Long calculation time

Pan et al.[49]

Zhao et al.[50]
Self-Attention Ability to quickly extract important 

features of data

redundant and related monitoring data of the fracture, the data fusion method can more comprehensively 
and accurately evaluate the evolution state of the fracture. Classical information fusion methods include 
Bayesian estimation, DS (Dempster-Shafer) evidence theory, and the Kalman filter.

Bayesian estimation is based on the prior probability and posterior probability criteria in probability theory 
and uses conditional probability to represent the uncertain information in the monitoring data[51]. Li et al. 
employed a fully CNN and naive Bayesian data fusion model to automatically segment cracks and noise and 
fused the extracted multilayer features to obtain significant crack recognition performance[18]. The algorithm 
was verified with 7200 datasets of bridge substructures collected from 20 in-service bridges under various 
circumstances. The recognition results showed remarkable performance of the proposed algorithm 
compared to other recent algorithms. Bayesian estimation must rely on the distribution of the subjective 
prior probability of the data. However, some of the prior probability distribution of the monitoring data in 
the actual project is unknown. Therefore, there is a contradiction between this subjectivity and scientific 
objectivity.

DS evidence theory uses DS synthesis rules to fuse multiple pieces of evidence (feature information), 
eliminate or reduce the complementarity, redundancy and uncertainty among data, and obtain the fusion 
judgment or diagnosis of comprehensive features with certain decision rules. Zhao et al. applied DS 
evidence theory to perform weighted fusion on structural health monitoring data from multiple sensors of a 
two-story concrete frame to provide an accurate and final interpretation of the structural health status[52]. 
Guo et al. applied multiscale space theory and a data fusion method to detect the multiscale damage of 
beams and plates in a noisy environment and applied DS evidence theory to fuse and express the multiscale 
damage characteristics in a multiscale space to obtain good anti-noise ability and damage sensitivity[53]. DS 
evidence theory is mainly utilized to address the reasoning of uncertain information, but it lacks a certain 
theoretical basis and has potential exponential explosion risk in calculation.

According to the statistical principle, the Kalman filter uses the statistical characteristics of monitoring data 
and empirical data to perform real-time fusion representation of uncertain and dynamic redundant 
monitoring data. Prof. Zhang et al. employed a Kalman filter to fuse the parameters of the residual 
generator during the design of two-degrees-of-freedom controllers in a data-driven environment and a 
residual generator to explain all the stability[54]. Palanisamy et al. estimated a Kalman state structure model 
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based on finite element construction, which effectively fuses different types of acceleration, strain and tilt 
response data, minimizes internal measurement noise, and realizes the overall response measurement of 
bridge crack structures[55]. When the state of the monitoring system satisfies the Gaussian distribution and 
the linear model, the Kalman filter can perform a good fusion representation of the uncertain information 
and realize the optimal estimation. However, when the system does not satisfy the conditions of the 
Gaussian distribution and the linear model, this method will be limited.

In recent years, deep neural networks have become a controversial topic for scholars, and their application 
in data fusion has also achieved good results. Professor Li Hui et al. applied a fusion CNN for crack 
identification from real-world images containing complicated disturbance information (cracks, handwriting 
scripts, and background) inside steel box girders of bridges with 350 raw images as input[56]. The results 
demonstrated that the recognition errors of the fusion CNN in both the training and validation processes 
are smaller than those of the regular CNN. Li et al. developed a flexible crack recognition system for the 
complex bridge crack detection environment, which uses sliding window technology to process the 
acquired images and uses a trainable context encoder network to fuse the crack image information and 
features to achieve pixel-level bridge crack detection[57]. Chen et al. proposed a deep learning framework 
based on a CNN and naive Bayesian data fusion scheme to analyze the crack detection of a single video 
frame and proposed a novel data fusion scheme to extract spatiotemporal coherence information of cracks 
in videos to improve the overall performance and robustness of the system[58]. Yang et al. proposed an 
effective concrete crack segmentation network based on UAV-enabled edge computing and applied the 
method of atrous spatial pyramid pooling to realize free multiscale feature extraction and to fuse different 
levels of feature map information into lower-level features for crack detection[59].

Granular computing realizes the fusion representation of incomplete, imprecise and multimodal 
information by selecting the granularity space suitable for the diagnosis problem and via granularity 
transformation in different partition spaces. Granular computing[60] is a natural model that simulates human 
thinking and the solving of problems. It is a new paradigm for data analysis and problem-solving based on 
the relationship between two particles. Granular computing provides multi-granularity, multiperspective 
and multilevel description, reasoning and solution strategies for the satisfactory solution of complex 
problems and effectively fuses and represents massive multimodal data.

For multisource heterogeneous data fusion representations of fractures, although many traditional data 
fusion algorithms can fuse and represent multisource heterogeneous data, the monitored data have high 
dimensions and strong correlations and comprise spatiotemporal data. Traditional information fusion 
methods have difficulty mining the internal deep and complex feature information. The granularity space in 
granular computing is consistent with the multilevel and space-time characteristics of bridge health 
monitoring data, and these monitoring data can be fused and represented according to the granularity space 
that matches the crack damage diagnosis problem of the bridge.

The abovementioned methods for multisource heterogeneous data fusion representation are summarized in 
Table 2.

2.3. Research status of intelligent detection models for bridge cracks
The monitoring data is mixed, and the fracture evolution state and characterization information present a 
nonlinear relationship. The separability of this characterization information is weak, so it is difficult to 
analyze the monitoring data, accurately evaluate the fracture state and predict the development trend. 
Presently, intelligent detection methods can be divided into shallow network models, wide learning network 
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Table 2. Multisource heterogeneous data fusion representation methods

Research Method/approach Advantage Drawback

Li et al.[18] Bayesian estimation Simple operation Reliance on the distribution of the subjective 
prior probability of data

Zhao et al.[52]

Guo et al.[53]
DS evidence theory Applies reasoning to address uncertain 

information
Exponential explosion risk

Zhang et al.[54]

Palanisamy et al.[55]
Kalman filter Sufficient processing of data subject to 

Gaussian distribution
Inadequate processing of non-Gaussian data

Li et al.[56]

Li et al.[57]

Chen et al.[58]

Yang et al.[59]

Deep learning Strong expression ability Long calculation 
time

Li et al.[60] Granular computing Sufficient processing of multi-granularity 
spatiotemporal data

models and deep network models.

The shallow network model adopts a neural network with one single hidden layer and mines the 
characteristic information in the nonlinear data to realize the intelligent identification and diagnosis of 
scientific problems. Classic shallow diagnosis algorithms mainly include extreme learning machines, BP 
neural networks, and SVMs. Wang et al. proposed a multiview multitask crack detector to calculate various 
visual features (such as texture and edge) of the image area, suppress various background noise, and 
emphasize the separability of crack region features and complex background features[61]. The experimental 
results with 350 crack images showed that the proposed method improves the training efficiency with a 
precision of 92.3% and a recall of 89.7%. Yan et al. used a simple supported beam with a single crack and 
double cracks as an example to identify local cracks and proposed a damage identification method for beam 
structures based on a BP neural network and SVM[62]. The results showed that the strain mode difference 
curve at the damaged part undergoes considerable changes, and better identification accuracy is obtained, 
where the recognition efficiency for a single crack is 99.9% and 100% for a double crack with the BP neural 
network and 99.6% for a single crack and 99.9% for a double crack with the SVM. Liu et al. selected the 
cantilever beam as the research object and proposed a crack damage detection method with a BP neural 
network based on the curvature modulus ratio, the natural frequency, which uses the parameters of 
frequency relative attenuation and the first-order maximum curvature modulus ratio as the input, and the 
parameters of crack position and damage degree as the output and achieves a good crack identification 
effect in terms of a relative error of 1.7 on crack images with a size of 248.3 mm and an injury degree of 
84.6%[63]. The shallow intelligent diagnosis algorithm has a hidden layer, which can mine complex feature 
information and be applied for intelligent diagnosis in many fields. However, when the data present massive 
growth and have multilevel high-dimensional features, the shallow intelligent diagnosis method is limited.

The broad learning system (BLS) method[64,65] is a kind of neural network that does not depend on the 
structure depth and can realize the diagnosis of research problems by widening the width of the network for 
information mining. Guo et al. adopted a network structure that combines deep learning and BLS on 40,000 
concrete crack images, intelligently trains the network with the original image via linear and nonlinear 
mapping processes with dynamic updating of the weights, and performs binary classification of concrete 
surface cracks[66]. The results proved that the accuracy of the presented method achieves 98.55% and 96.12% 
and that the training time is 59.8 s and 95.76 s with two different datasets. Chen et al. and Xu et al. proposed 
a recursive BLS, which uses recursive connections at the enhancement nodes of the network to capture the 
dynamic characteristics of time series and shows excellent performance on the chaotic time series[67,68]. Their 
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experimental results showed that the accuracy achieved 91.96% with a training time of 123 minutes with the 
MS-Celeb-1 M face database and that the RMSE was reduced to 121.9 on air quality dataset prediction. The 
BLS performs abstract representation and incremental learning of dynamic high-dimensional data and 
achieves a high diagnostic accuracy, short time and strong real-time performance. However, the BLS is 
inferior to deep networks in terms of the deep data mining performance of feature extraction and has a poor 
effect on detection problems for time-dependent data.

The deep neural network model uses not only a deep neural network to represent the multilayer features of 
the identified object but also the extracted high-level features to reflect the intrinsic nature of the data, 
which has better robustness and diagnostic ability than the shallow network. Classic deep intelligent 
diagnosis methods include CNNs, deep belief networks and recursive neural networks. Li et al. employed 
the sliding window algorithm to divide not only the bridge crack image into slices with a size of 16 pixels × 
16 pixels but also the slices into the bridge crack surface element and bridge background surface element[69]. 
The authors then proposed a deep bridge crack  classification model based on CNN for the identification of 
bridge background surface elements and bridge crack surface elements. The proposed algorithm achieved 
an average accuracy of 94.5% with 2000 bridge crack images. Islam et al. established a deep CNN using an 
encoder and decoder framework for semantic segmentation to realize pixel-level automatic detection of 
bridge cracks, obtaining scores of approximately 92% for both the recall and F1 value[70]. Liang et al. utilized 
a double CNN model to identify cracks in actual concrete bridges, which highly improved the reliability and 
accuracy of identification with accuracies of 98.6% and 99.5% by the CNN and FCN models, respectively[71]. 
Li et al. proposed a new type of fully connected state, long-term and short-term memory neural network, 
which was employed to discriminate sensor faults and structural damage without knowing the fault details, 
and obtained excellent performance with an RMSE of 0.03[72]. The deep network model has made progress 
in big data processing. Although the training takes a long time due to the numerous network layers, 
complex structure, and many super parameters, it can process the data with complex internal information 
characteristics and is more suitable for the engineering needs of timely warning for dangerous situations in 
bridge health monitoring.

For intelligent crack detection model construction, a shallow network model can mine complex data for 
bridge crack detection, but its feature extraction ability is weak, and it cannot carry out multilayer feature 
representation for recognized objects. Thus the recognition rate is low and the generalization performance 
is mediocre. The BLS can mine and integrate multilevel and multimodal, complex state information by 
widening the network and incremental learning. The BLS achieves high diagnostic accuracy, fast speed and 
strong real-time performance for the research target but has a poor effect on the time-dependent data 
detection problem. The deep network model can represent the multilayer features of the recognized object 
and use the extracted high-level features to reflect the intrinsic nature of the data. The model has the ability 
of deep information mining and achieves better robustness, generalization and recognition performance.

The structure of the deep neural network mapping model is shown in Figure 3, and the methods utilized for 
intelligent detection in the above review articles are summarized in Table 3.

3. MAIN CHALLENGES
Despite great developments in the research on concrete bridge crack identification based on data, certain 
challenges exist.

As a cavity, the crack has three-dimensional information with length, width and depth. However, traditional 
crack identification is usually based on the recognition with the two-dimensional surface information 
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Table 3. Intelligent detection methods

Research Method/approach Advantage Drawback

Wang et al.[61]

Yan et al.[62]

Liu et al.[63]

Machine learning Excellent predictive performance Unsuitable for large sample data

Guo et al.[66]

Xu et al.[67,68] Broad learning system High accuracy and short time Unsuitable for sequential data

Li et al.[69]

Islam et al.[70]

Liang et al.[71]

Li et al.[72]

Deep learning Sufficient for deep mining big data information Long computing time

Figure 3. Structure of the deep neural network mapping model.

(length and width) of cracks, and research on three-dimensional cracks is limited. Although three-
dimensional crack reconstruction technology has gradually attracted researchers’ attention[73,74], its evolution 
mechanism remains ambiguous. There is an urgent need in the field of bridge disease detection to 
investigate the law of crack evolution and to predict the trend of crack degradation.

In bridge crack research based on data, bridge health monitoring systems has an irreplaceable role. The 
main purpose of research on the long-span bridge health monitoring system is to accumulate the design and 
scientific research data of bridge health monitoring, realize the real-time damage diagnosis and safety 
assessment of the structure, and support management and maintenance decision-making. Presently, the 
challenges faced in bridge health monitoring mainly include decision-making and the design of health 
monitoring systems, sensor signal preprocessing, and signal data noise reduction.

4. CONCLUSION
This paper presents a comprehensive review of recent advances in the field of data-driven bridge crack 
health detection. The latest achievements in bridge crack feature extraction, data fusion and intelligent 
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detection are introduced. Based on the discussion of the three technical difficulties of bridge crack 
multimodal data feature extraction, multisource heterogeneous data fusion representation, and intelligent 
crack detection model construction, the latest progress in bridge crack detection research is summarized in 
detail, and their major advantages and drawbacks in this field are highlighted. The main current challenges 
and potential future research directions are also discussed.
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and the link of funder’s website should be provided if any. If the study is not involved with this issue, state “None.” in this 
section.
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2.3.3.5 Conflicts of Interest
Authors must declare any potential conflicts of interest that may be perceived as inappropriately influencing the 
representation or interpretation of reported research results. If there are no conflicts of interest, please state “All authors 
declared that there are no conflicts of interest.” in this section. Some authors may be bound by confidentiality agreements. 
In such cases, in place of itemized disclosures, we will require authors to state “All authors declared that they are bound by 
confidentiality agreements that prevent them from disclosing their conflicts of interest in this work.”. If authors are unsure 
whether conflicts of interest exist, please refer to the “Conflicts of Interest” of IR Editorial Policies for a full explanation.

2.3.3.6 Ethical Approval and Consent to Participate
Research involving human subjects, human material or human data must be performed in accordance with the Declaration 
of Helsinki and approved by an appropriate ethics committee. An informed consent to participate in the study should also 
be obtained from participants, or their parents or legal guardians for children under 16. A statement detailing the name of 
the ethics committee (including the reference number where appropriate) and the informed consent obtained must appear 
in the manuscripts reporting such research.
Studies involving animals and cell lines must include a statement on ethical approval. More information is available at 
Editorial Policies.
If the manuscript does not involve such issue, please state “Not applicable.” in this section.

2.3.3.7 Consent for Publication
Manuscripts containing individual details, images or videos, must obtain consent for publication from that person, or in 
the case of children, their parents or legal guardians. If the person has died, consent for publication must be obtained from 
the next of kin of the participant. Manuscripts must include a statement that written informed consent for publication was 
obtained. Authors do not have to submit such content accompanying the manuscript. However, these documents must be 
available if requested. If the manuscript does not involve this issue, state “Not applicable.” in this section.

2.3.3.8 Copyright
Authors retain copyright of their works through a Creative Commons Attribution 4.0 International License that clearly 
states how readers can copy, distribute, and use their attributed research, free of charge. A declaration “© The Author(s) 
2022.” will be added to each article. Authors are required to sign License to Publish before formal publication.

2.3.3.9 References
References should be numbered in order of appearance at the end of manuscripts. In the text, reference numbers should be 
placed in square brackets and the corresponding references are cited thereafter. If the number of authors is less than or equal 
to six, we require to list all authors’ names. If the number of authors is more than six, only the first three authors’ names are 
required to be listed in the references, other authors’ names should be omitted and replaced with “et al.”. Abbreviations of 
the journals should be provided on the basis of Index Medicus. Information from manuscripts accepted but not published 
should be cited in the text as “Unpublished material” with written permission from the source.

References should be described as follows, depending on the types of works:
Types Examples
Journal articles by 
individual authors

Weaver DL, Ashikaga T, Krag DN, et al. Effect of occult metastases on survival in node-negative 
breast cancer. N Engl J Med 2011;364:412-21. [PMID: 21247310 DOI: 10.1056/NEJMoa1008108]

Organization as author Diabetes Prevention Program Research Group. Hypertension, insulin, and proinsulin in 
participants with impaired glucose tolerance. Hypertension 2002;40:679-86. [DOI: 10.1161/01.
HYP.0000035706.28494.09]

Both personal authors and 
organization as author

Vallancien G, Emberton M, Harving N, van Moorselaar RJ; Alf-One Study Group. Sexual dysfunction 
in 1,274 European men suffering from lower urinary tract symptoms. J Urol 2003;169:2257-61. [PMID: 
12771764 DOI: 10.1097/01.ju.0000067940.76090.73]

Journal articles not in 
English

Zhang X, Xiong H, Ji TY, Zhang YH, Wang Y. Case report of anti-N-methyl-D-aspartate receptor 
encephalitis in child. J Appl Clin Pediatr 2012;27:1903-7. (in Chinese)

Journal articles ahead of 
print

Odibo AO. Falling stillbirth and neonatal mortality rates in twin gestation: not a reason for 
complacency. BJOG 2018; Epub ahead of print [PMID: 30461178 DOI: 10.1111/1471-0528.15541]

Books Sherlock S, Dooley J. Diseases of the liver and billiary system. 9th ed. Oxford: Blackwell Sci Pub; 
1993. pp. 258-96.

Book chapters Meltzer PS, Kallioniemi A, Trent JM. Chromosome alterations in human solid tumors. In: Vogelstein 
B, Kinzler KW, editors. The genetic basis of human cancer. New York: McGraw-Hill; 2002. pp. 93-
113.

Online resource FDA News Release. FDA approval brings first gene therapy to the United States. Available from: 
https://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements/ucm574058.htm. [Last accessed 
on 30 Oct 2017]

           Intelligence & Robotics ¦ Volume 2 ¦ Issue 4 ¦ December 2022 VII



Author Instructions

Conference proceedings Harnden P, Joffe JK, Jones WG, Editors. Germ cell tumours V. Proceedings of the 5th Germ Cell 
Tumour Conference; 2001 Sep 13-15; Leeds, UK. New York: Springer; 2002.

Conference paper Christensen S, Oppacher F. An analysis of Koza's computational effort statistic for genetic 
programming. In: Foster JA, Lutton E, Miller J, Ryan C, Tettamanzi AG, editors. Genetic 
programming. EuroGP 2002: Proceedings of the 5th European Conference on Genetic Programming; 
2002 Apr 3-5; Kinsdale, Ireland. Berlin: Springer; 2002. pp. 182-91.

Unpublished material Tian D, Araki H, Stahl E, Bergelson J, Kreitman M. Signature of balancing selection in Arabidopsis. 
Proc Natl Acad Sci U S A. Forthcoming 2002.

The journal also recommends that authors prepare references with a bibliography software package, such as EndNote to 
avoid typing mistakes and duplicated references.

2.3.3.10 Supplementary Materials
Additional data and information can be uploaded as Supplementary Materials to accompany the manuscripts. The 
supplementary materials will also be available to the referees as part of the peer-review process. Any file format is 
acceptable, such as data sheet (word, excel, csv, cdx, fasta, pdf or zip files), presentation (powerpoint, pdf or zip files), image 
(cdx, eps, jpeg, pdf, png or tiff), table (word, excel, csv or pdf), audio (mp3, wav or wma) or video (avi, divx, flv, mov, mp4, 
mpeg, mpg or wmv). All information should be clearly presented. Supplementary materials should be cited in the main text 
in numeric order (e.g., Supplementary Figure 1, Supplementary Figure 2, Supplementary Table 1, Supplementary Table 2, 
etc.). The style of supplementary figures or tables complies with the same requirements on figures or tables in main text. 
Videos and audios should be prepared in English, and limited to a size of 500 MB.

2.4 Manuscript Format
2.4.1 File Format
Manuscript files can be in DOC and DOCX formats and should not be locked or protected.
Manuscript prepared in LaTex must be collated into one ZIP folder (including all source files and images, so that the 
Editorial Office can recompile the submitted PDF).
When preparing manuscripts in different file formats, please use the corresponding Manuscript Templates.

2.4.2 Length
There are no restrictions on paper length, number of figures, or number of supporting documents. Authors are encouraged 
to present and discuss their findings concisely.

2.4.3 Language
Manuscripts must be written in English.

2.4.4 Multimedia Files
The journal supports manuscripts with multimedia files. The requirements are listed as follows:
Video or audio files are only acceptable in English. The presentation and introduction should be easy to understand. The 
frames should be clear, and the speech speed should be moderate;
A brief overview of the video or audio files should be given in the manuscript text;
The video or audio files should be limited to a size of up to 500 MB;
Please use professional software to produce high-quality video files, to facilitate acceptance and publication along with the 
submitted article. Upload the videos in mp4, wmv, or rm format (preferably mp4) and audio files in mp3 or wav format.

2.4.5 Figures
Figures should be cited in numeric order (e.g., Figure 1, Figure 2) and placed after the paragraph where it is first cited;
Figures can be submitted in format of TIFF, PSD, AI, EPS or JPEG, with resolution of 300-600 dpi;
Figure caption is placed under the Figure;
Diagrams with describing words (including, flow chart, coordinate diagram, bar chart, line chart, and scatter diagram, etc.) 
should be editable in word, excel or powerpoint format. Non-English information should be avoided;
Labels, numbers, letters, arrows, and symbols in figure should be clear, of uniform size, and contrast with the background;
Symbols, arrows, numbers, or letters used to identify parts of the illustrations must be identified and explained in the 
legend;
Internal scale (magnification) should be explained and the staining method in photomicrographs should be identified;
All non-standard abbreviations should be explained in the legend;
Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial 
figures and images from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any 
citation instruction requested by third-party rights holders, and cover any supplementary charges.
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2.4.6 Tables
Tables should be cited in numeric order and placed after the paragraph where it is first cited;
The table caption should be placed above the table and labeled sequentially (e.g., Table 1, Table 2);
Tables should be provided in editable form like DOC or DOCX format (picture is not allowed);
Abbreviations and symbols used in table should be explained in footnote;
Explanatory matter should also be placed in footnotes;
Permission for use of copyrighted materials from other sources, including re-published, adapted, modified, or partial tables 
from the internet, must be obtained. It is authors’ responsibility to acquire the licenses, to follow any citation instruction 
requested by third-party rights holders, and cover any supplementary charges.

2.4.7 Abbreviations
Abbreviations should be defined upon first appearance in the abstract, main text, and in figure or table captions and used 
consistently thereafter. Non-standard abbreviations are not allowed unless they appear at least three times in the text. 
Commonly-used abbreviations, such as DNA, RNA, ATP, etc., can be used directly without definition. Abbreviations in 
titles and keywords should be avoided, except for the ones which are widely used.

2.4.8 Italics
General italic words like vs., et al., etc., in vivo, in vitro; t test, F test, U test; related coefficient as r, sample number as n, 
and probability as P; names of genes; names of bacteria and biology species in Latin.

2.4.9 Units
SI Units should be used. Imperial, US customary and other units should be converted to SI units whenever possible. There 
is a space between the number and the unit (i.e., 23 mL). Hour, minute, second should be written as h, min, s.

2.4.10 Numbers
Numbers appearing at the beginning of sentences should be expressed in English. When there are two or more numbers 
in a paragraph, they should be expressed as Arabic numerals; when there is only one number in a paragraph, number < 10 
should be expressed in English and number > 10 should be expressed as Arabic numerals. 12345678 should be written as 
12,345,678.

2.4.11 Equations
Equations should be editable and not appear in a picture format. Authors are advised to use either the Microsoft Equation 
Editor or the MathType for display and inline equations.
Display equations should be numbered consecutively, using Arabic numbers in parentheses;
Inline equations should not be numbered, with the same/similar size font used for the main text.

2.4.12 Headings
In the main body of the paper, three different levels of headings may be used.
Level one headings: they should be in bold, and numbered using Arabic numbers, such as 1. INTRODUCTION, and 2. 
METHODS, with all letters capitalized;
Level two headings: they should be in bold and numbered after the level one heading, such as 2.1 Statistical analyses, 2.2 
..., 2.3..., etc., with the first letter capitalized;
Level three headings: they should be italicized, and numbered after the level two heading, such as 2.1.1 Data distributions,and 
2.1.2 outliers and linear regression, with the first letter capitalized.

2.4.13 Text Layout
As the electronic submission will provide the basic material for typesetting, it is important to prepare papers in the general 
editorial style of the journal.
The font is Times New Roman;
The font size is 12pt;
Single column, 1.5× line spacing;
Insert one line break (one Return) before the heading and paragraph, if the heading and paragraph are adjacent, insert a line 
break before the heading only;
No special indentation;
Alignment is left end;
Insert consecutive line numbers;
For other details please refer to the Manuscript Templates.

2.5 Submission Link 
Submit an article via https://oaemesas.com/login?JournalId=ir.
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3. Publication Ethics Statement
OAE is a member of the Committee on Publication Ethics (COPE). We fully adhere to its Code of Conduct and to its Best 
Practice Guidelines.

The Editors of this journal enforce a rigorous peer-review process together with strict ethical policies and standards to 
guarantee to add high-quality scientific works to the field of scholarly publication. Unfortunately, cases of plagiarism, 
data falsification, image manipulation, inappropriate authorship credit, and the like, do arise. The Editors of IR take such 
publishing ethics issues very seriously and are trained to proceed in such cases with zero tolerance policy.

Authors wishing to publish their papers in IR must abide by the following:

The author(s) must disclose any possibility of a conflict of interest in the paper prior to submission;
The authors should declare that there is no academic misconduct in their manuscript in the cover letter;
Authors should accurately present their research findings and include an objective discussion of the significance of their 
findings;
Data and methods used in the research need to be presented in sufficient detail in the manuscript so that other researchers 
can replicate the work;
Authors should provide raw data if referees and the Editors of the journal request;
Simultaneous submission of manuscripts to more than one journal is not tolerated;
Republishing content that is not novel is not tolerated (for example, an English translation of a paper that is already published 
in another language will not be accepted);
The manuscript should not contain any information that has already been published. If you include already published 
figures or images, please get the necessary permission from the copyright holder to publish under the CC-BY license;
Plagiarism, data fabrication and image manipulation are not tolerated;
Plagiarism is not acceptable in OAE journals.

Plagiarism involves the inclusion of large sections of unaltered or minimally altered text from an existing source without 
appropriate and unambiguous attribution, and/or an attempt to misattribute original authorship regarding ideas or results, 
and copying text, images, or data from another source, even from your own publications, without giving credit to the source.

As to reusing the text that is copied from another source, it must be between quotation marks and the source must be cited. 
If a study’s design or the manuscript’s structure or language has been inspired by previous studies, these studies must be 
cited explicitly.

If plagiarism is detected during the peer-review process, the manuscript may be rejected. If plagiarism is detected after 
publication, we may publish a Correction or retract the paper.

Falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results so that the 
findings are not accurately represented in the research record.

Image files must not be manipulated or adjusted in any way that could lead to misinterpretation of the information provided 
by the original image.

Irregular manipulation includes: introduction, enhancement, moving, or removing features from the original image; the 
grouping of images that should be presented separately, or modifying the contrast, brightness, or color balance to obscure, 
eliminate, or enhance some information.

If irregular image manipulation is identified and confirmed during the peer-review process, we may reject the manuscript. 
If irregular image manipulation is identified and confirmed after publication, we may publish a Correction or retract the 
paper.

OAE reserves the right to contact the authors’ institution(s) to investigate possible publication misconduct if the Editors find 
conclusive evidence of misconduct before or after publication. OAE has a partnership with iThenticate, which is the most 
trusted similarity checker. It is used to analyze received manuscripts to avoid plagiarism to the greatest extent possible. 
When plagiarism becomes evident after publication, we will retract the original publication or require modifications, 
depending on the degree of plagiarism, context within the published article, and its impact on the overall integrity of the 
published study. Journal Editors will act under the relevant COPE guidelines.

4. Authorship
Authorship credit of IR should be solely based on substantial contributions to a published study, as specified in the 
following four criteria:
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1. Substantial contributions to the conception or design of the work, or the acquisition, analysis, or interpretation of data 
for the work;
2. Drafting the work or revising it critically for important intellectual content;
3. Final approval of the version to be published;
4. Agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity 
of any part of the work are appropriately investigated and resolved.

All those who meet these criteria should be identified as authors. Authors must specify their contributions in the section 
Authors’ Contributions of their manuscripts. Contributors who do not meet all the four criteria (like only involved in 
acquisition of funding, general supervision of a research group, general administrative support, writing assistance, 
technical editing, language editing, proofreading, etc.) should be acknowledged in the section of Acknowledgement in the 
manuscript rather than being listed as authors.

If a large multiple-author group has conducted the work, the group ideally should decide who will be authors before the 
work starts and confirm authors before submission. All authors of the group named as authors must meet all the four 
criteria for authorship.

5. Reviewers Exclusions
You are welcome to exclude a limited number of researchers as potential Editors or reviewers of your manuscript. To 
ensure a fair and rigorous peer review process, we ask that you keep your exclusions to a maximum of three people. If you 
wish to exclude additional referees, please explain or justify your concerns—this information will be helpful for Editors 
when deciding whether to honor your request.

6. Editors and Journal Staff as Authors
Editorial independence is extremely important and OAE does not interfere with Editorial decisions. Editorial staff or 
Editors shall not be involved in processing their own academic work. Submissions authored by Editorial staff/Editors 
will be assigned to at least two independent outside reviewers. Decisions will be made by the Editor-in-Chief, including 
Special Issue papers. Journal staff are not involved in the processing of their own work submitted to any OAE journals.

7. Conflict of Interests
OAE journals require authors to declare any possible financial and/or non-financial conflicts of interest at the end of 
their manuscript and in the cover letter, as well as confirm this point when submitting their manuscript in the submission 
system. If no conflicts of interest exist, authors need to state “All authors declared that there are no conflicts of interest”. 
We also recognize that some authors may be bound by confidentiality agreements, in which cases authors need to state “All 
authors declared that they are bound by confidentiality agreements that prevent them from disclosing their competing 
interests in this work”.

8. Editorial Process
8.1. Pre-Check
New submissions are initially checked by the Managing Editor from the perspectives of originality, suitability, structure 
and formatting, conflicts of interest, background of authors, etc. Poorly prepared manuscripts may be rejected at this stage. 
If your manuscript does not meet one or more of these requirements, we will return it for further revisions.

Once your manuscript has passed the initial check, it will be assigned to the Assistant Editor, and then the Editor-in-Chief, 
or an Associate Editor in the case of a conflict of interest, will be notified of the submission and invited to review. Regarding 
Special Issue paper, after passing the initial check, the manuscript will be successively assigned to the Assistant Editor, and 
then to the Editor-in-Chief, or an Associate Editor in the case of conflict of interest for the Editor-in-Chief to review. The 
Editor-in-Chief, or the Associate Editor may reject manuscripts that they deem highly unlikely to pass peer review without 
further consultation. Once your manuscript has passed the Editorial assessment, the Associate Editor will start to organize 
peer-review.

All manuscripts submitted to IR are screened using CrossCheck powered by iThenticate to identify any plagiarized content. 
Your study must also meet all ethical requirements as outlined in our Editorial Policies. If the manuscript does not pass any 
of these checks, we may return it to you for further revisions or decline to consider your study for publication.

8.2. Peer Review
IR operates a single-blind review process, which means that reviewers know the names of authors, but the names of the 
reviewers are hidden from the authors. The scientific quality of the research described in the manuscript is assessed 
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by a minimum of two independent expert reviewers. The Editor-in-Chief is responsible for the final decision regarding 
acceptance or rejection of the manuscript.

All information contained in your manuscript and acquired during the review process will be held in the strictest 
confidence.

8.3. Decisions
Your research will be judged on scientific soundness only, not on its perceived impact as judged by Editors or referees. 
There are three possible decisions: Accept (your study satisfies all publication criteria), Invitation to Revise (more work 
is required to satisfy all criteria), and Reject (your study fails to satisfy key criteria and it is highly unlikely that further 
work can address its shortcomings). All of the following publication criteria must be fulfilled to enable your manuscript 
to be accepted for publication:

Originality
The study reports original research and conclusions.
Data availability
All data to support the conclusions either have been provided or are otherwise publicly available.
Statistics
All data have been analyzed through appropriate statistical tests and these are clearly defined.
Methods
The methods are described in sufficient detail to be replicated.
Citations
Previous work has been appropriately acknowledged.
Interpretation
The conclusions are a reasonable extension of the results.
Ethics
The study design, data presentation, and writing style comply with our Editorial Policies.

8.4. Revisions
Authors are required to submit the revised manuscript within one week if minor revision is recommended while two 
weeks if major revision recommended or one month if additional experiments are needed. If authors need more than one 
month to revise their manuscript, we usually require the authors to resubmit their paper. We request that a document of 
point-to-point response to all comments of reviewers and the Editor-in-Chief or the Associate Editor should be supplied 
along with the revised manuscript to allow quick assessment of your revised manuscript. This document should outline 
in detail how each of the comments was addressed in the revised manuscript or should provide a rebuttal to the criticism. 
Manuscripts may or may not be sent to reviewers after revision, dependent on whether the reviewer requested to see the 
revised version. Apart from in exceptional circumstances, IR only supports a round of major revision per manuscript.

9. Contact Us
Journal Contact
Intelligence & Robotics Editorial Office
Suite 1504, Plaza A, Xi’an National Digital Publishing Base,
No. 996 Tiangu 7th Road, Gaoxin District, Xi’an 710077, Shaanxi, China.

Managing Editor
Lijun Jin
Email: editorial@intellrobot.com
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